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Preface 

Redžúr is an International Workshop on Multimedia Information and 
Communication Technologies with fruitful history organized at Slovak 
University of Technology since 2007. The main idea of this workshop was to 
give to young researchers a first opportunity to publish their first scientific 
paper. However, within the years Redžúr has become a well-established 
event for young and more experienced professionals in the field, as well. 
Throughout its history, Redžúr has been organized on various places, namely 
Bratislava, Vienna, Smolenice and Dubrovnik. It has evolved from a narrow-
focused workshop on speech and signal processing into an international 
meetup of mainly young researchers in wide spread of fields covering signal 
and multimedia creation, processing and transmission across various media 
and underlying infrastructure.  

Focus of the workshop is on young researchers, preferably university 
students, where they can present usually their first scientific results. The 15th 
International Workshop on Multimedia Information and Communication 
Technologies, Redžúr 2021 has been held in Bratislava, the capital of the 
Slovak Republic, on 4th June 2021 as a collocated event of International 
Conference on Systems, Signals and Image Processing, IWSSIP 2021, and 
hosted by the Slovak University of Technology, Faculty of Electrical 
Engineering and Information Technology in Bratislava. Due to the specific 
pandemic situation, Redžúr and IWSSIP have been organised as on-line 
events with the great support of underline.io. 

Dear participants, thank you for your interest in Redžúr 2021. 

Bratislava, 4th June 2021 

Gregor Rozinaj 

Chairman of Redžúr 
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Pierrick Ullius1, Noëlie Debs1[0000−0002−9958−8806], David
Rousseau2[0000−0002−7935−1609], and Carole Frindel1[0000−0003−4570−0994]

1 Univ Lyon, INSA-Lyon, Université Claude Bernard Lyon 1, UJM-Saint Etienne,
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Abstract. In this paper, we propose a method to improve deep learning
convergence in the context of final stroke lesion prediction. This method
is based on a deep convolutional neural networks (CNN) using acute mul-
timodal magnetic resonance images as input. Firstly, we registered input
images on an anatomical atlas as a preprocessing step. This preprocessing
step allowed to normalize input images beyond the pixel intensity ranges
but also on the brain tissues morphology. Then, a CNN was trained with
these atlas-registered images to predict the final stroke lesion. These ex-
periments, performed on a large-scale dataset (92 patients), proved that
registration of raw data on anatomical atlas accelerate the convergence of
the CNN training phase by a factor of 38%. Therefore, atlas registration
could save substantial time for fine-tuning the CNN.

Keywords: Deep learning · Convolutional neural network · Preprocess-
ing · Registration · Anatomical atlas · Convergence · Magnetic resonance
imaging · Stroke · Prediction.

1 Introduction

Stroke is the leading cause of long-term disability and mortality world-wise.
Acute neuroimaging is crucial to choose the best therapeutic option and is
currently focused on the prediction of the lesion. Currently, both computed-
tomography (CT) and magnetic resonance imaging (MRI) entail threshold-based
methods to delineate the still salvageable brain. Specifically in MRI, criteria for
the infarct core and ischemic penumbra are apparent diffusion coefficient (ADC,
extracted from diffusion-weighted imaging) and time to maximum of the residue
function (Tmax, extracted from perfusion-weighted imaging) [10]. Still, develop-
ing automated methods to predict the extent of the final stroke lesion from MRI
scans remains an open challenge [13]. Machine learning approaches have been
successfully proposed in past years [9, 8] and deep learning more recently [14, 12,
17, 4].
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Preprocessing (registration, normalization, denoising, ...) is a very common
approach in image processing. Preprocessing is expected to improve the perfor-
mance of the final processing by reducing the non meaningful variability. This
is specially useful for hand crafted image processing models based on few pa-
rameters [1, 2]. Deep learning offers models with much higher expressivity than
hand crafted models which can perform even with few preprocessing on raw
data. Common preprocessing steps consist in rescaling image intensities within
a given value range to prevent early saturation of non-linear activation function
and in resizing images to a unified dimension that matches the dimension of the
training samples. Preprocessing can also cause some artefact. This is specially
the case for image registration which requires some interpolation step [7]. For
deep learning approaches it is therefore not straightforward to know what will
be the consequence of a pre-registration step.

Generally, an automated scheme involves two main steps that produce fea-
tures along with classification using a machine learning mechanism. Therefore,
the success of this scheme depends on identifying the most significant features
to solve the classification problem and choosing which learning algorithm to use.
Recently, deep learning methods have attracted considerable attention because
of their remarkable performance enhancement [5]. Using a deep architecture to
mimic the natural multi-layer neural network, these methods can automatically
and adaptively learn a hierarchical representation of patterns from low to high-
level features for a given task. Compared to the conventional machine learning
methods, a point of difference in deep learning is that feature extraction is auto-
matic and goes through a large number of parameters (number of neurons and
layers encoded in the underlying network). A limitation to the practical use of
deep learning is the tuning of hyper-parameters which is crucial to accommo-
date the complexity of the machine learning task and the underlying data. This
optimization is usually done by a grid search technique where each parameter
represents a dimension of the grid and is tested within a predefined range. Fur-
thermore, in this process, CNN training requires a large number of epochs to
achieve satisfactory performance and results in considerable computational cost.
Therefore, we propose in this work to register the input brain MRI data on non-
linear ICBM 152 Atlas [6] upstream to the CNN training in order to reduce the
complexity of the data with regard to the targeted task and therefore accelerate
the convergence time. The CNN training convergence and its quality are quanti-
fied via quantitative measurements on the loss (stop epoch in the early stopping,
distance between the training and validation loss curves and oscillations in the
training loss curve) and is done by looking jointly at task performance (Dice
score on the prediction of the final stoke lesion).

2 Methods

2.1 Input data

Patients were included from the HIBISCUS-STROKE cohort. HIBISCUS-STROKE
is an ongoing monocentric observational cohort enrolling patients with a large in-
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tracranial artery occlusion treated by thrombectomy, following a baseline diffusion-
perfusion MRI. All patients underwent on admission diffusion-weighted-imaging
(DWI) and dynamic susceptibility-contrast perfusion imaging (DSC-PWI). A
follow-up FLAIR was performed 6 days after admission which describes the fi-
nal lesion and was used as ground truth for the prediction task.

MRI acquisition parameters were as follows : DWI (repetition time 6000 ms,
field of view 24 cm, matrix 192x192, slice thickness 5 mm), FLAIR (repetition
time, 8690 ms; echo time, 109 ms; inversion time 2500 ms; flip angle, 150°; field
of view, 21 cm; matrix, 224 × 256; 24 sections; section thickness, 5 mm) and
DSC-PWI (echo time 40 ms, repetition time 1500 ms, field of view 24 cm, matrix
128 × 128, 18 slices, slice thickness 5 mm; gadolinium contrast at 0.1 mmol/kg
injected with a power injector). All patients gave their informed consent and the
imaging protocol was approved by the regional ethics committee.

2.2 Image post-processing

Parametric maps were extracted from the DSC-PWI by circular singular value
decomposition [16] of the tissue concentration curves (Olea Sphere, Olea Medical,
La Ciotat, France): cerebral blood flow (CBF), cerebral blood volume (CBV),
mean transit time (MTT), time to maximum (Tmax) and time to peak (TTP).

Lesions on the baseline DWI and final FLAIR were segmented by an expert
with a semi-automated method (3D Slicer, https://www.slicer.org/). Specifically,
a region-of-interest-controlled thresholding was used with manual corrections
when required. Images were co-registered within subjects to the baseline DWI
MRI using non-linear registration with Ants [3]. The skull from all patients was
removed using FSL [15]. Finally, images were normalized between 0 and 1 to
ensure inter-patient standardization.

2.3 Atlas registration

The anatomical atlas chosen for our study is the non-linear Atlas ICBM 152
[6]. This atlas exists in different anatomical MRI contrasts T1, T2 and PD. The
T2-weighted template was chosen to develop the registration procedure because
it is similar to the contrast of our b = 0 diffusion data (i.e. without diffusion
coefficient).

As the inter-patient anatomical differences can be significant in terms of the
general brain shape and volume (see Fig. 1, first column contours in blue) but also
in more specific regions, such as the ventricles (see Fig. 1, first column contours
in magenta), we decided to use non-linear registration using [3]. In order to find
the right set of registration parameters for each patient, we have optimized 4
parameters which have been identified as having the most significant impact on
the quality of the final registration (preliminary tests not detailed here) :

– shrinking factor : registration is carried out gradually at different resolu-
tions, called levels. The idea is to start low resolution then go to the next
step, with a higher resolution version, and so on. The shrinking factor is
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Fig. 1: Examples of raw (first line) and registered (second line) MRI images used
in this study. Each column corresponds to a different patient and the last to the
altas used in this study.

the down-sampling factor applied to each hierarchical level (6 levels in our
case); 6 different values were tested (30x20x15x10x5x4, 20x15x10x5x4x2,
15x10x8x6x4x2, 10x8x6x5x3x1, 10x6x4x2x1x1).

– update field variance: determines how much to smooth the gradient field be-
tween updates and increasing this value increases smoothness in the velocity
field ; 5 different values have been tested (1, 2, 4, 6, 10).

– mutual information percentage: mutual information measures how similar
two images look. It uses the histograms of the two images. To speed up this
comparison, it is proposed to evaluate the mutual information only on a
percentage of voxels sampled regularly among the image ; 7 different values
have been tested (0.10, 0.20, 0.40, 0.50, 0.75, 0.85, 0.95).

– convergence threshold : the threshold value tells the algorithm to stop if the
improvement in mutual information has not changed more than the specified
value in the last chosen number of iterations (10 iterations in our case) ; 4
different values have been tested (1× 10−4, 1× 10−6, 1× 10−8, 1× 10−10).

To quantify the quality of the registration, we extracted the white and gray
brain tissue masks from the registered data and the atlas using FSL [15] and
then calculated their area of overlap via the the Dice similarity score. The same
transformations were then applied to full DWI and DSC-PWI data, and lesion
masks. The registration for the 92 patients data took approximately 82 minutes
on a work station with an NVIDIA GeForce GTX 1080 GPU with 128 GB
memory.
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2.4 CNN Architecture and training

Fig. 2: Overview of the late fusion deep learning architecture. Top left: The net-
work takes five MRI images (2D slices from DWI, ADC, CBV, CBF, Tmax

images) as input. Below: Each input image is processed independently on 5 sep-
arate branches. Pink, purple, yellow, red and green feature maps result from
2D-convolutions and maxpooling. The output of the 5 branches are then con-
catenated, and upsampled through 2D-deconvolution layers. The network pro-
duces an output map with 3 classes (lesion, healthy tissue and background). Top
Right : The predicted lesion has to be compared to the true lesion from the final
FLAIR.

We used a U-Net architecture that has already shown its potential for infarct
prediction tasks [14]. More precisely, we used the architecture of one of our pre-
vious study [4], in order to study the impact of registration as a preprocessing
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step. Five inputs were used: raw DWI and ADC for diffusion MRI, as well as
Tmax, CBF and CBV for perfusion MRI. Late fusion was chosen for its potential
to better integrate each MRI input [4]. The five inputs were fed into our late
fusion network by 5 distinct convolution branches (see Figure 2). The associ-
ated encoding layers are detailed in Table 1. Each input consisted of whole 2D
images. No patches were applied in order to benefit from the global spatial con-
text for lesion prediction. The network produced probability maps respectively
associated with three classes: background, healthy tissue and stroke lesion. The
probability map associated with the lesion was thresholded at 0.5 to define the
final infarct.

Table 1: Encoding layers of the proposed late fusion U-net. The encoder was
composed of 5 convolution blocks (Conv Block), maxpooling operations (2D
MaxPooling) and dropout. The Conv Block was made of: 2D convolution (3*3)+
batch normalization + 2D convolution (3*3)+ batch normalization.

Layer (type) Output shape

Conv Block 1 192*192*8
2D MaxPooling 96*96*8
Conv Block 2 96*96*16
2D MaxPooling 48*48*16
Conv Block 3 48*48*32
2D MaxPooling 24*24*32
Conv Block 4 24*24*64
Dropout + 2D Maxpooling 12*12*64
Conv Block 5 + Dropout 12*12*128
Concatenation 12*12*640

To reduce the class imbalance problem between background, healthy tissue
and stroke lesion, we used a multi-class Dice function for the loss function [11],
where the lesion class was assigned a weight 8 times higher than those of healthy
tissue and background classes. For updating weights in the network, we used the
Adam optimizer with a learning rate of 1× 10−4, decay of 5× 10−4) and a
batch size of 12. To prevent overfitting, we applied dropout (set to 0.5), used
a L2 regularizer at each convolution layer (reg = 2× 10−4) and the number
of epochs (set to 500) was regulated by early stopping (training was stopped
once the best validation loss did not increase more than 0.005 on 100 epochs).
The evaluation of each model was performed using a 5-fold cross-validation. We
used Keras 2.1.3 library with Python 3.6.3 interface. The training phase took
approximately 1 hour on a work station with an NVIDIA GeForce GTX 1080
GPU with 128 GB memory.

REDŽÚR 2021 | 15th International Workshop on Multimedia Information and Communication Technologies

18



2.5 Evaluation metrics

CNN convergence was assessed by 1/ the number of epochs (EPOCHS) before
reaching stable performance on the validation dataset, 2/ the amplitude of the
oscillations (OSC) on the training and validation loss curves, 3/ the distance
between the training and the validation loss curves (DIST) and 4/ the Dice
similarity coefficient (DSC) between the prediction and the ground truth. These
metrics were calculated for the 5 folds of our cross-validation and given as a
mean and a standard deviation.

3 Results

Table 2 shows the convergence and the performance of our CNN trained on
the raw data (without registration). These results are associated with a set of
hyper-parameters identified as optimal (these values are recalled in Table 3).
The number of features corresponds to the number of units in the first CNN
layer.

Table 2: CNN convergence and performance on raw data (without registration)

EPOCHS 265± 115

OSC 0.07

DIST 0.4

DSC 0.52± 0.05

This setting allows to achieve a stable convergence (few OSC oscillations and
a reduced distance between the train and validation curves DIST) in 265 epochs
on average, with a mean DSC of 0.52 on the validation set. As a reference, it is
interesting to note that the best models so far in the stroke prediction ISLES
2017 challenge [14] had an average DSC of 0.38 (±0.22). Our performance is
increased with regard to this previous work, although an absolute comparison is
not strictly possible because the dataset used for ISLES 2017 is different from
ours (in terms of resolution and balance between patients).

Table 3: Optimal CNN hyper-parameters on raw data (without registration)

CNN # features dropout regularizer
parameters

Raw data 8 0.5 0.0002
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Table 4 shows the convergence and the performance of our CNN trained on
registered data. Results depicted in it has to be compared with results from Table
2. In Table 4, each hyper-parameter was tuned independently while maintaining
the other hyper-parameters fixed to their default values (those found for the raw
data).

It is interesting to note from Table 4 that even if input data differs from
Table 3 (especially in terms of variability), the optimal set of parameters remains
the same. On the other hand, the convergence time (EPOCHS) is considerably
reduced (165 epochs in average for the optimal hyper-parameters with registered
data compared to 265 epochs without registration), which represents a gain
in time of 38%, especially for fine-tuning phase. Considering all the possible
hyperparameter combinations presented in Table 4 for the CNN fine-tuning step,
there are a total of 64 hyperparameter combinations to be tested. As specified
in Section D, fine-tuning on a given hyper-parameter set takes approximately
1 hour. A gain of 38% in training time corresponds to about twenty hours in
comparison to only 82 minutes of registration necessary for the 92 patients.

Beyond the time saving, it should also be noted from Table 4 that the training
is more stable (DIST and OSC reduced). Oscillating performance is known to
be caused by weights that diverge and may drive the model to a suboptimal
solution. In our case, the fact that the model is learned from data with reduced
variability smoothes the landscape linked to the optimization of the weights and
helps the model to converge towards a global optimum.

As for the detection performance, it is almost intact (very slightly reduced)
which can be explained by the fact that the atlas registration slightly blurs the
data and erases certain details, as illustrated in Fig. 1. However, this will have
minimal impact in the context of our application, since what is aimed at is more
a faithful assessment of the final lesion volume than a precise contouring.

4 Discussion

The objectives of data preprocessing in classical machine learning includes size
reduction of the input space and smoother relationships. This preprocessing step
can provide a better modeling and avoid numerical problems [1, 2].

In this paper, we proposed to register CNN input data on an anatomical atlas
as a preprocessing step to normalize the input data beyond the pixel intensity
ranges but also on the tissue morphology. These results were illustrated in the
context of a database of 92 patients as part of the prediction of the final stroke
injury.

According to our results, the pre-processing stage did not reduce the number
of hyperparameters required for the network. This result is very application-
dependent and difficult to generalize. In our case, we have optimized the network
so that the loss focuses on the detection of the ischemic stroke lesion. Setting all
patients in a common atlas space did not lead to better prediction performance,
but did speed up the optimum search process : our model built from registered
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Table 4: CNN convergence and performance on registered data and influence of
three CNN hyper-parameters in the training convergence. In bold are displayed
the parameters identified as optimal with regard to the metrics represented in
this table.

Panel A: Influence of the number of features

# features 2 4 8 16

EPOCHS 330 275 185 120
±127 ±93 ±43 ±13

OSC 0.2 0.02 0.02 0.01

DIST 0.35 0.3 0.3 0.56

DSC 0.42 0.48 0.50 0.5
±0.10 ±0.06 ±0.07 ±0.06

Panel B: Influence of the drop out parameter

dropout 0.5 0.6 0.7 0.8

EPOCHS 175 180 190 195
±33 ±42 ±50 ±45

OSC 0.02 0.03 0.14 0.17

DIST 0.35 0.30 0.31 0.3

DSC 0.50 0.48 0.48 0.48
±0.06 ±0.07 ±0.07 ±0.07

Panel C: Influence of the regularization parameter

regularizer 0.0001 0.0002 0.0005 0.001

EPOCHS 200 180 165 200
±27 ±34 ±23 ±19

OSC 0.03 0.02 0.02 0.01

DIST 0.35 0.31 0.3 0.3

DSC 0.50 0.50 0.51 0.51
±0.05 ±0.06 ±0.05 ±0.06
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images converges faster during the training phase and its chances of falling into
a local optimal were reduced.

5 Conclusion

On the basis of several convergence indicators and with regard to a performance
indicator linked to the prediction, it has been shown that the registration on a
anatomical atlas makes it possible to accelerate the convergence by 38% while
maintaining the same set of optimal parameters and an unchanged performance
level. This represents an important result for the real world application of CNNs
where fine-tuning is costly in computation time, but also crucial to accommodate
the complexity of the machine learning task and the underlying data.
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Abstract. Media compression standards helped the digital media boom. Artifi-
cial Intelligence (AI) promises to be the next revolution, but there are no data 
coding standards for AI tools yet. The mission of the Moving Picture, Audio and 
Data Coding by Artificial Intelligence (MPAI) organization [7,8] is to develop 
AI-centered standards that will have the same positive effect on industry and con-
sumers as media standards had. MPAI standards rely on the AI Framework 
(MPAI-AIF). It defines computational Modules (AIMs) that can use AI, Machine 
Learning (ML), and data processing technologies implemented in hardware, soft-
ware, and mixed hardware/software. One can then connect AIMs to compose ar-
bitrary workflows. MPAI standards define the interfaces of AIMs but not their 
internals, making them replaceable, re-usable and upgradable without changing 
the logic of the application. Through this mechanism, MPAI standards promote 
horizontal markets of AIMs and innovation, because AIMs can continuously im-
prove by incorporating more efficient technologies. More standards are in prep-
aration supporting various technologies, ranging from audio-video coding to in-
dustrial data, server-based gaming, and integrative sensor-genomics analysis. 
This paper will focus on the standards for which development is more mature. 

Keywords: Standardization, Artificial Intelligence, Audio-visual data. 

1 Introduction 

The amount of data created in 2021 is expected to be 74 ZB and to more than double 
by 2024, yielding 149 ZB [3]. However, this copious data is used only minimally, be-
cause moving and processing it is costly. Data processing-based video and audio coding 
enabled the television industry and other businesses to thrive; likewise, AI-centered 
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data coding standards can foster the development of all industries – including media-
based ones – that produce vast amounts of data requiring a digital representation. De-
spite a growing interest in the field [2], what has been proposed so far seldom goes 
beyond providing interoperable formats for the representation of neural networks [16]. 

The MPAI Manifesto [8] establishes the principles needed to achieve the goal of 
standardizing AI-centric data coding. In a matter of months, MPAI has developed a 
work plan [10] covering audio, video, human-machine conversation, financial data, 
online gaming, and integrated genomic/sensor analysis. One standard is under devel-
opment and three Calls for Technologies (CfTs) have been published. This paper pro-
vides an outline of the work in process, mainly according to its maturity. 

2 MPAI methodology 

The MPAI standardization process follows a bottom-up approach with seven phases: 
1. Use cases are collected and harmonized leading to specific topics
2. Individual use cases are extended and formalized
3. Functional requirements for the technologies are developed to enable use cases
4. The framework license is developed, to be used by whoever holds patents on

technologies that will become part of the standard
5. A CfT is developed and published
6. The standard is developed using the technologies proposed
7. The standard is approved and published.

The first three phases are open to the public; the next three are open to MPAI members; 
and the last phase is the prerogative of MPAI Principal members [9].  

At this time, the most advanced project is MPAI-AIF (phase 6); MPAI-CAE and 
MPAI-MMC are in phase 5. These projects are described in the following sections. 
Other projects in earlier phases are also briefly introduced. 

3 The AI Framework (MPAI-AIF) 

The AI Framework (AIF) can create, compose, execute, and update AIM workflows; it 
constitutes the cornerstone of the MPAI standards, allowing the interconnection of 
multi-vendor AIMs that are trained for specific tasks, operate within the AIF, and ex-
change data in standard formats. MPAI is well aware that in this transitional phase, 
many technologies that AI promises to replace are still used to provide products and 
services. Therefore, AIF enables the coexistence, interoperation, and mutual replace-
ment of AIMs based on AI, ML, and traditional algorithms. 

The MPAI-AIF adopts the component-based development (CBD) philosophy, ena-
bling independent components (AIMs) to be reused within systems. In the AIF, all of 
the data and functions inside each AIM are semantically related. AIMs communicate 
with each other via standardized interfaces; these interfaces specify the services that 
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other components can use, and how they can do so. Thus, an AIF client exploiting com-
putational services does not need to know the details of the implementation of an AIM 
in order to use it. The AIF is based on the requirements described in [11] (see Fig. 1). 

Interface abstraction is to be achieved through the extensive use of metadata. Profiles 
will be defined to provide hardware-software (HW-SW) interoperability and a general 
framework. For instance, in a signaling scenario, the number of SW signals handled 
can easily be very large, while in HW it will be constrained by the physical wiring; and 
other constraints will be imposed by the need for SW modules to simulate persistent 
inter-module connections. 

The MPAI-AIF Development Committee (DC) is currently evaluating various exe-
cution models with additional hierarchical workflow levels, inheriting concepts from 
the Message Passing Interfaces (MPI, [14]) standard and the Common Workflow Lan-
guage (CWL, [1]). The goal is to provide management and control of combinations of 
AI modules, but also to make possible the interconnection and execution of AIMs in 
resource-constrained scenarios (MCUs). Depending on the profiles, MPAI-AIF will 
support event-based as well as signal-based execution and resource management, both 
at the AIM and workflow levels. According to the execution model chosen, the AIF 
will provide shared storage and communication mechanisms. 

One of the key characteristics of MPAI-AIF is its support for specific ML function-
alities, in particular training, retraining, and the dynamic updating of ML components. 
Registration of AIMs and their associated metadata will be secure and credential-based. 

4 Context-based Audio Enhancement (MPAI-CAE) 

In the last few years, AI has had a strong impact on audio research [6,15,18,19,21]. 
MPAI has identified four use cases collected in a single standard project named 

MPAI-CAE [12]. Emotion-enhanced speech concerns an emotion-less synthetic or nat-
ural speech segments which is to be enhanced with a particular emotion (e.g., anger) 
with a specified intensity [20]. In Audio recording preservation, sound from an old 
audio tape is improved and a master file is produced for preservation using a video 
camera that points to the magnetic head reproducing the tape [17]. The Audio-on-the-
go experience preserves any external sounds considered relevant, while minimizing any 
interference with the audio event itself. 

Fig. 1. Conceptual schema of the AI Framework (AIF) 
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Enhanced audioconference experience (EAE) aims to improve audio quality and 
user experience in a video/audio conference environment. The main problem tackled 
by EAE concerns background noise and undesired sounds that can distract the partici-
pants and hinder them from following the ongoing discussion. AI-based noise-cancel-
lation and sound enhancement, along with awareness of microphone placement, can 
virtually eliminate these problems. The workflow represented in Fig.  shows how an 
EAE structure can be implemented [12]. An EAE system receives microphone sound, 
along with information concerning the microphone array geometry that describes the 
number of microphones employed, their position, and their configuration. Additional 
microphone information (e.g., concerning frequency response) can be easily added, 
though it is not shown in the figure. Based on this information, a Speech detection and 
separation module makes it possible to isolate the material relevant to audioconference 
from spurious signals. The resulting Speech signal is then processed to eliminate any 
distortion, and further equalized based on the characteristics of the output device. These 
are derived from an Output device acoustic model Knowledge Base (KB), which de-
scribes the features of the specified device (e.g., its frequency response). In this fashion, 
the relevant speech can be equalized, removing any coloration caused by the output 
device and yielding an optimally delivered sound experience [5]. 

Fig. 2. MPAI-CAE: The Enhanced audioconference experience (EAE) workflow 

Fig. 3. MPAI-MMC: The Conversation with emotion (CWE) workflow 
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5 Multi-modal Conversation (MPAI-MMC) 

Currently, the MPAI-MMC [13] standard includes three use cases in which a human 
carries on an audio-visual conversation with a machine, thus emulating human-to-hu-
man conversation. In Multimodal question answering, a human requests information 
about a displayed object, and the machine responds with synthesized speech. In Per-
sonalized automatic speech translation, a human-uttered sentence is translated by a 
machine using a synthesized voice that mimics the original speaker’s speech features. 

In Conversation with emotion (CWE; see Fig. ), the human side of the dialogue in-
cludes speech, video, and possibly text, while the machine responds with a synthesized 
voice and an animated face. The computer’s replies to the human are informed by au-
tomatic recognition of emotion in the user’s speech and/or text and video cues from the 
human’s face [4]. First, a set of emotion-related cues are extracted from text, voice, and 
video by appropriate modules. The outputs of these modules are fused to yield the Final 
emotion, which in turn is transferred to Dialog processing. A synthetic reply can then 
be generated as text or concept [22] based upon the Final emotion and Meaning derived 
from this text and video analysis. 

6 Other standards being developed 

Compression and Understanding of Industrial Data (MPAI-CUI) enables AI-based fil-
tering and extraction of key information from the flow of data produced by companies, 
thus helping them to assess their risks. 

Server-based Predictive Multiplayer Gaming (MPAI-SPG) aims to minimize the dis-
continuities in visual gameplay caused by network disruptions during an online, cloud-
based, real-time game. If information from a client is missing, the gaps are filled out by 
an AI-based system predicting the moves of the client.  

AI promises to further reduce compression rates beyond those achieved so far. AI-
Enhanced Video Coding (MPAI-EVC) replaces with AI-based tools the existing tool 
in the Essential Video Coding (EVC) standard. 

Integrative Genomic/Sensor Analysis (MPAI-GSA) uses AI to understand and com-
press the results of high-throughput experiments combining genomic/proteomic and 
other data, e.g., from video, motion, location, weather, and medical sensors. Identified 
use cases range from the integrative analysis of ‘omics datasets to smart farming. 

7 Conclusions 

According to its mandate, MPAI is developing standards for the coding of data types 
used by AI-centric technologies. In the first few months of its life, MPAI has produced 
an approach to standardization, a development process, and a work plan covering the 
areas where most immediate needs have been identified. 

MPAI standards can promote a virtuous circle whereby: (1) technology providers 
develop and offer conforming AIMs to an open market; (2) application developers can 
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find the AIMs they need on the open market; (3) consumers have a wider choice of 
better AI applications; and (4) innovation is fueled by the demand for novel and higher-
performing AIMs. 

MPAI standards offer additional advantages. Today’s typical AI-based applications 
are monolithic and opaque; their inner workings and implications are hard to fathom. 
By contrast, MPAI standards partition applications into smaller AI modules to enable 
a market of components. That allows the performance of sub-modules to be assessed 
separately, and results in a complete application that is significantly more explainable. 
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Abstract. The immersive ways of communication using video are quite lacking. 
This paper introduces one of many means to improve on this problem, namely on 
a simplex communication in real time. It presents an application, which uses ste-
reo camera setup on a presenter side, supports multiple presenters and displays 
them in a virtual space. Viewers have an option to use an android device in a 
virtual reality setup to spectate the lecture. It aims on improving current “tile” 
setup which lectures and similar activities take place currently. Application also 
includes a feed from the presenter’s computer to visualize the point of talking, a 
presentation, or a whiteboard.   

Keywords: Virtual Lecture, Virtual Reality, Telepresence. 

1 Introduction 

In a world, where long distance communication is so prominent, we lose a lot of nu-
ances of face-to-face communication, such as body language and facial expressions. 
With improvements in connectivity capacity, we can explore ways which require large 
throughput. Improvement in this field could also hopefully also mean there would be 
less need of traveling to meeting, conferences and the like. We decided to work on a 
simplex type of communication, such as a lecture, to get our grip on the problem and 
test out the different methods available to us. That means, that our application is not 
symmetric: it has a side of the presenter, which is equipped with a stereo camera setup 
and only sees the feed from our virtual environment through a monitor. Then there is 
the viewer side, which has an option to connect either with a traditional display device, 
or with an android device in a virtual reality box. We chose to develop this application 
for this type of virtual reality, because we realize, not that many people own, or are 
willing to buy an expensive VR headset [1]. The downside of using the “cheap” setup, 
i.e. Google cardboard, is that it lacks the head movement tracking – it only supports
rotation. This could however play to our advantage, since if the viewer position is sta-
tionary, we do not need to create a model of the presenter, all we need to do is link feeds
from each of the cameras from our -camera setup to each eye of the viewer.
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2 Realization 

2.1 Picking the right tools 

There are so many possibilities and tools to implement realistic telepresence that is 
literally making it harder to decide, which tool to use. Let’s determine what kind of 
hardware and software do we need to implement our solution. At first we need to cap-
ture a person we want to display in our virtual reality. For this purpose we decided to 
use Kinect cameras from Microsoft. We are talking plural because for our purposes we 

displayed in virtual reality, but what about people that will be actually using our appli-
cation? There is a variety of options to choose for displaying virtual environment scal-
ing from cheap cardboard goggles to expensive virtual reality headsets. We wanted to 
make this solution available for as much people as possible. With that being said we 
decided that users of our application will be using combination of their mobile phones 
attached to cardboard goggles to access application. There are plenty of goggles to 
choose from and we didn’t want to restrict users to buy some specific type [ ]. While 
having hardware on both ends, we will need some software to develop this application. 
As development environment we agreed to use Unity because of its easy development 
and compilation for both platforms (Android and iOS). Unity offers many plugins to 
develop with VR, we decided to use Google Cardboard plugin to simplify development. 
It comes with native stereoscopic view for each eye and many more. Programming 
language used for both sending the data with our cameras and also scripting in Unity is 
C#.  

2.2 Infrastructure 

2.3 Modeling an environment 

When we were creating a virtual reality environment, we had to take in account use 
case of our application – person who is being recorder – a lecturer and people who are 
watching his presentation – an audience. This situation fits best for some conference 
environment (stage) where lecturer is in the front presenting content on the whiteboard 
while audience is sitting in the back observing both lecturer and the content that is being 
presented. I want to remind that creating VR environment wasn’t primary focus of this 
application, that’s why we sketched and deployed really simple conference scene that 
you can see on the picture. This room is serving us only for testing purposes during 
development and final scene will be implemented in more detail.   
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Fig. 1. Virtual conference room 

2.4 Capture 

We use Azure Kinect DK as our capture device to remove the need of a green screen 
when recording. the device has a depth camera, which we can use to mask out the back-
ground behind the presenter. This is done by utilizing Microsoft Kinect Sensor SDK 
and Kinect Body Tracking SDK libraries. We wrote a bit of code with these, which 
converts the depth camera feed into a mask, which we then use to mask out the back-
ground from colour camera feed and also add it as an alpha channel component of our 
video. The software then uses DirectShow libraries to create a virtual webcam. We then 
use ffmpeg to live encode the video and send it down the chain.  

2.5 Display  

By now we know how to capture a person, process captured data and send them to the 
server. But how can we display such data in Unity and even more how to display this 
person to have feeling that person is in room with us? After some research we found 
out that google cardboard offers displaying stereoscopic eyes separately. This means 
we can set different distance between eyes, or what is more important mask certain 
objects only for one particular eye. You might already guess why would we wanted to 
do that. 
different angle. If we can merge these feeds and display them such as they will overlap 
each other, but each eye will receive feed from slightly different angle, we will be able 
to create sense of depth in our brain and the person being displayed will start to feel 
more realistic for audience.  
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2.6 Data transfer 

The big question about virtual conference using virtual or augmented reality is tran-
sferring data in real time. Because we are 
like persons, rooms etc. we need to transfer a huge amount of data in real time to keep 
concept of live conference. Along with real time transferring huge amount of data in 

that is delay and synchronization. Because 
we are creating multiple video connections along with audio, we need to keep synchro-
nization of these parts. 

2.7 Suitable format 

As mentioned before, we not only work with multiple video connections at once, we 
also have to ensure alpha channel is supported. Easiest way would be to transfer raw 
data. That would eliminate the problem of delay caused from video coding but enor-
mously increase a bandwidth needed for transfer. Regardless of coding delay, a video 
codec supporting alpha channel would be needed. We are not spoiled for choice with 
such codecs, because they were not needed that much before. With an expanding trend 
of virtual reality communication, there is also need of similar technologies as video 
format suppor e. Based on the 
conditions, the video format with alpha channel support would be best for us. If we 
were not using transparency supporting codec, we would have to transfer another 
standalone video just as mask for primary one. The video codecs that support transpar-
ency are usually high quality, lossless or near lossless. They run at very high bit rates 

fer by using WebM container. Often, video players have to wait until a WebM video is 
fully downloaded to play it. This however is not always the case, so with the right 
choice of video player it is suitable for livestreaming.     

2.8 Delay 

Because our goal is to transmit multiple video outputs from the presenter, the delay 
that affects us most is the delay from combining these parts  into one object on the other 
side of the connection. Different delay visible on the objects representing presenters is 
something what can affect our live conference experience but it is not affecting it as 
much as mutual delay of video parts on the same object. If something like one second 
delay of a person happens, it does not affect us that much in live video conference. 
Main goal is to deal with delay of multiple videos forming a same object. Modeling a 
person with data of different timestamps can cause big differences in the arrangement 
of the body. The delay caused by a codec can be shrinked by using codec on more 
powerful server than on presenter machine. This however requires sending bigger raw 
data from presenter to server, so bigger bandwidth would have to be secured. 
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2.9 Streaming

Transferring data in a virtual conference requires changing data between partici-
bilities to solve communication. First is peer-to-peer 

method, which is not suitable for our solution because of a bigger number of partici-
pants in the video conference. Second method is using centralized video streaming 
server. Server would create multiple connections with every presenter to obtain all 
video outputs and also audio. This data would be then multi-casted to every spectator. 
For restreaming purposes we are using IceCast, originally used only for restreaming 
Audio, it also allows streaming of WebM container, which is perfect for our application. 
Transfer protocol used by IceCast is HTTP. 

2.10 Infrastructure

To better visualize how this system could look in general, you can take a look at the 
image above. Main part of whole system is streaming server, which is in our case Ice-
cast. Streaming server is for now used only for video streaming purposes, but will be 
extended with user and multi-room management features. So Icecast will have to be 
extended by a program to manage similar things Every participant is connected to this 
central server, regardless of what type of user it is. The streaming server is location-
independent, so the HTTP protocol was chosen for remote communication with it. For 
demonstration purposes, we do not need to use secure version of this protocol. On the 
left we can see participants whose primary goal will be to watch the presenting partic-
ipant, but the two-way arrow indicates a possible two-way communication, which could 
in the future include a form of text communication in the form of a global chat or the 
like. On the right is the moderator's device, ie a computer that processes the output from 
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3 Results  

When evaluating results, we are not expecting that we would not spot the difference 
between a person standing in front of us in real life and a person displayed in our VR 
headset. What we wanted to achieve is to have at least slight feeling of immersion and 
depth when looking on a presenter. Sight and perception of every human is different 
and one can experience headaches from blurring screen while the other one can be 
overwhelmed of realistic feeling. From our point of view we accomplished task of dis-
playing a person as realistic as we could in our VR headset. Although everyone can 
spot the difference between the real presenter and the virtual one. There were some 
significant downsides that are affecting user experience for example the person dis-
played does not really blend in our virtual room because of masking background of 
original video captures. We also experienced some laggy behavior because the amount 
of transmitted data (from two cameras) needed to be live encoded on server side and 
decoded on the client side.   

Fig. 3. VR mobile view of presenter with shifted captures 

4 Closing thoughts 

Since this is first step for complete virtual conference there were also a lot of issues and 
things to improve. We would like to point out the most significant ones: 

 
mitted feeds from two cameras instead, which made our implementation really lim-
ited 

 There is only one way communication from presenter to our audience. Currently our 
presenter have no feedback to his presentation. Also the presenter can not actually 
see his co presenters nor audience.  
Audience is static and only move they can make is to rotate their head to display 
corresponding angle of the scene – which we have currently no use of, the only di-
rection viewer want to look at is the view of the presenter in front of him.  
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Abstract. In this contribution, we present a system for stereoscopic 360° video 
frames estimation for camera nest solutions allowing watching the scene from 
the points located between cameras. Two dominant solutions are proposed - 
estimation using morphing and estimation using 360° scene stitching. The 
solutions are evaluated along with other approaches. The results show that the 
solutions are less disturbing than other evaluated approaches. 

Keywords: First Keyword, Second Keyword, Third Keyword. 

Introduction

Algorithms for aligning images and stitching them into seamless panoramas are among 

the oldest and most widely used in computer vision. Frame-rate image alignment is 

used in every camera that has a digital image stabilization feature [1]. Image stitching 

algorithms also create the high-resolution photo-mosaics used to produce today’s 

digital maps and satellite photos [1]. Image stitching is a process which combines 

several images with enough overlap to produce one whole image or in other words a 

panorama [2]. When using image stitching techniques, it is important for images to 

have identical light exposures to create seamless stitch in the resulting image. To create 

the most effective results, it’s in our best interests to take the images that we are about 

to use with the same camera, so we do not have to make any extra adjustments to the 

photos regarding the image sizes for example. Final results of the stitched images are

influenced by many factors and its quality is derived directly from the comparison of 

the input images and the output image, depending on their similarity. As stated in [1] 

an early example of a widely-used image registration algorithm is the patch-based 

REDŽÚR 2021 | 15th International Workshop on Multimedia Information and Communication Technologies

61



translational alignment (optical flow) technique developed by Lucas and Kanade in 

1981. Variants of this algorithm are used in almost all motion-compensated video 

compression schemes such as MPEG and H.263. More recent work in this area has

addressed the need to compute globally consistent alignments the removal of “ghosts” 

due to parallax and object movement and dealing with varying exposures. While the 

older techniques work by directly minimizing pixel-to-pixel dissimilarities, a different 

class of algorithms has emerged that works by extracting a set of features from an image 

pair and then matches these features to each other. Feature-based approaches have the 

advantage of being more robust against scene movement.

One of our techniques used for Image estimation is Morphing, which is a special effect 

used in animations to create a transformation(morph) from one image to another. The 

idea is to get a sequence of images, which together with the input images represent 

change from one image to the other. The simplest method of morphing is that the color 

of each pixel is interpolated over time from the first image value to the corresponding 

second image value. More refined methods use warping to achieve more smooth 

transition between input images.  Warping the images distorts the shape of features in 

the photographs, but the images should not be uniformly warped, since not all the 

features need to move their location. 

In section 2 we present proposed method and its variant. In section 3 we provide 

evaluation and comparison of the proposed methods. Finally in conclusion we 

summarize the achieved results and describe out proposed future work on the topic.  

1.1 Feature detection algorithms and matching

Speed Up Robust Feature (SURF) technique is fast and robust algorithm for local, 

similarity invariant representation and comparison of images, it is an approximation of 

SIFT with faster performance and based on a descriptor and a detector as well [4]. This

method approximates the Difference of Gaussian (DoG) with box filters. SURF uses a 

BLOB detector based on Hessian Matrix, capable of finding points of interest. For 

orientational assignment are used Haar wavelet responses in horizontal and vertical 
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directions thanks to applying adequate Gaussian weights. Feature description is using 

wavelet responses as well. 

Harris Corner Detector is a corner detection operator that extracts corners and infers 

features of an image. Corners are points which have become junction of two dominant 

and different edge directions, where edges are sudden changes in brightness. Detector 

takes the differential of the corner score directly into account with reference to 

direction. 

Oriented FAST Rotated BRIEF (ORB) is a fusion of the FAST key point detector 

and BRIEF descriptor after some modifications [8] [9]. In the initial phase to determine 

the key points the algorithm uses FAST. Then Harris Corner measure is applied to find 

top points. FAST computes the intensity weighted centroid of the patch with located 

corner at its center. The direction of the vector from corner point to centroid gives the 

orientation. The descriptor BRIEF has poor performance with in-plane rotation 

involved. ORB has a rotation matrix computed through orientation of patch, so BRIEF 

descriptors can be steered according to orientation.

2 Proposed methods

Image estimation is a process which combines two or more camera angles or in our 

case images with enough overlap to produce a camera angle in between them, which 

allows us to watch the scene from different points. 

In our attempt at image estimation, we tried using morphing technology on various 

photos and frames from videos and image stitching. The best results for morphing were 

created by taking frames from a video and trying our method of morphing them 

together. This way we created four different videos in MatLab environment with 

replaced frames. The best results for image stitching were created by using SIFT 

algorithm and blending the overlapping areas using feathering.

To create the most effective results, it is in our best interest to either use images from 

one camera or to use cameras with the same settings. This way we can skip the part of 

making extra adjustments of images regarding the image sizes for example.
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2.1 Image estimation by morphing 

The morphing has many variants. It is an image processing technique that changes 

(or morphs) one image into another, using cross dissolving and affine warping. By 

using warping, we can align the two images before cross dissolving and because of that 

the scene in the replaced frames is capable of “moving” in a way as in the original 

video, as opposing to cross-dissolve alone which only creates double exposure of the 

input frames. Morphing code using affine transformation for warping triangles in 

MatLab that we use is customized version of the one from this site [7].  The difference 

is that we have automized the code to the find feature points of input images by using 

detection algorithms, instead of manually selecting them for each pair of images. 

Process starts with input of images or frames in our case. The algorithm firstly splits 

the two images into triangles (with them being of the same number), depending on the 

number of feature points that we located and matched. The four corners of images are 

always marked to cover the entire image with triangles. After that comes warping.  For 

morphing, we have evaluated the algorithms SURF, ORB and Harris corner detector to 

the frames of reference videos as depicted on Fig. 1. We have created three videos, 

using each of the algorithms individually to pinpoint the location of said feature points 

of a frame.

Fig. 1: Example how the feature points are detected by SURF, ORB or Harris Corner 

detector algorithm in our input frames (F1 and F5), then the features with matches 

(connected with the blue line) are used to create a new frame through the morphing 

algorithm (FE3).
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Fig. 2: Example layout of cameras used to capture our video. F1 and F5 are 

represented by real video frames, that we use as input to create our replacement 

frames between them (FE3).

Whether it was SURF, ORB or Harris Corner detector, each of these algorithms have 

in some cases problems creating smooth morph in our video, since the matching 

algorithm is not unmistakable. To thin out some of the mismatched key points we have 

created a filter that takes the average distance between key points of two frames and 

compares this value with others to determine which distances are passable as real 

matches.

Fig. 3: Example of the change after using the filter. In the first image on the left, 
we did not use any additional filters and used only functions of MatLab to match 
features. In the second image on the right, we used filter to take out the matched 
features
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2.2 Image estimation by stitching

The overall method for image estimation by stitching is depicted on Fig. 4. Here, to

obtain a correct image alignment, we must first determine a mathematical model for 

relating pixel coordinates in an image pair. Next, we must estimate what is the correct 

alignment relating an image pair. Then we must choose a compositing surface onto 

which we place all of the aligned images that create the final panorama. Lastly, we must 

use algorithms to try to seamlessly blend the overlapping regions of images even in 

presence of unwanted effects such as parallax, lens distortion and exposure differences.

Fig.4 – Block scheme of image stitching algorithm

Before we can proceed to align images, we need to establish the mathematical 

relationships that map pixel coordinates from one image to another.  Variety of motion 

models are possible. Once we have chosen a motion model to describe the alignment 

between a pair of images, we need to suggest some method for estimating the 

parameters according to which the images will be aligned. One approach is to shift the 

images relative to each other and check how much the pixels match. Approaches that 

use pixel-to-pixel matching are called direct methods. The other major approach is to 

first extract distinctive features from each image, to match these features to establish a 

global correspondence. A feature is a piece of information which is relevant for solving 

the computational task related to a certain application. Features may be specific 

structures in the image such as points, edges or objects. Features may also be the result 

of a general neighbourhood operation or feature detection applied to the image [1]. One 

type of features is called keypoint. Keypoints are determined based on the algorithm 

used. Examples of such algorithms were summarized in the section 1.1 Next step in 
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order to achieve alignment is to match the features detected, as shown in Figure 7.

Matching is establishing correspondences between two images of the same scene or 

object. Keypoints between two images coul be matched by identifying their nearest 

neighbours, which is used in SIFT algorithm [4].

Fig. 5 – Example of feature matching. Upper image - initial image pair. Lower image 
- image pair with detected and matched SIFT features

Once an initial set of feature matches has been computed, we need to find a set of 

matches that will produce best possible alignment. One possible approach is to simply 

compute least squares estimate. Two most widely used solution to this problem are 

called Random Sample Consensus (RANSAC) and least median of squares (LMS).

This step is necessary in order to get rid of incorrect matches that could influence the 

alignment of the image.
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2.3 Composing the final image

Once we have registered the input images and proceeded to align them using above 

methods now, we need to stitch the images together to produce our final panoramatic 

image. This involves selecting which pixels will contribute to the final image and how 

to blend these pixels in order to minimize the visibility of the seams and other artifacts 

created with this process.

We chose to use cylindrical surface as we are dealing with 360 ◦ panorama and it 

simplifies the alignment. For blending the overlapping areas, we used is feathering, 

which is weighted averaging of pixels with a distance map.

3 Evaluation results

For evaluating the results numerically, we chose the Mean Squared Error (MSE) and 

Structural Similarity (SSIM) metrics. These two methods of objective quality 

measurement are used on created frames by morphing and cross-dissolve, while using 

the original frames of the video as reference.

As for the subjective visual evaluation we displayed input images next to result 

images and tried to detect any artifacts caused by our algorithms.

3.1 Morphing

At the beginning, we took a recording, which was made as a one take video, by 

rotating camera 360° degrees to the side from a static point. This recording was then 

used in MatLab, where we took all frames from our video and numbered them from the 

first to the last. We tried Harris corner detection, ORB and SURF. Example of using 

SURF is depicted on Fig.6.
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Fig. 6: On the left side we can observe FE3 made by morphing, while using the 
ORB algorithm for detection of feature points. On the right are actual matched 
feature points that were left after using our filter for matched feature points.

When comparing the original frames from our recording with the ones made by 

algorithms there is quite some resemblance. Thanks to the triangle interpolation 

technique in morphing, we can observe the traffic sign in the same place as the original 

F3. Since the morphing method is partially based on cross-dissolve, there are parts 

where the image is doubled. 

Method of affine transformation for warping triangles in morphing can create quite 

pleasing results to the naked eye, however there are some cases, when the morphing 

method ends up making quite the opposite due to inadequate number of feature points 

in some parts of the frames or mismatched feature points. This can be seen in the figures 

below.

Fig. 7: In this figure we can observe the feature points of the frames used in 
morphing with ORB algorithm for detection. Start frame F1 on the left and End 
frame F5 on the right. Most of the feature points are in the middle of the frame, 
leaving the outer parts of the frame without any features to match.
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Fig. 8: Here are matched features of the input frames. All matched features have 
around the same average distance and angle, which should indicate correct matching
and a good morphing.

Fig. 9: In this created frame FE3 is clearly seen how inadequate number of feature 
points and their layout in input frames creates double-exposure.
After successfully creating a video with replaced frames, we started an evaluation of 

our results via SSIM and MSE. Through the method of our subjective comparison via 

vision, we are unable to assume much of a difference between the three methods of 

morphing with feature detection algorithms. We compared original frames of the video 

that we replaced and the frames we created through our methods, giving us the 

following results in Table 1.:
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Table 1. Statistics of MSE and SSIM comparison.
Cross 
Dissolve

ORB SURF Harris
Corners

SSIM 0,9163 0,9137470 0,9124 0,9137474
MSE 231,4644 117,02750 120,976 117,02754

3.2 Results using image stitching

At the beginning, we took a set of images by rotating camera 360° from a static point. 

Pictures in Scene 1 were taken every 24° (Figure 15) and 48° (Figure 16). These data 

sets were then used in Matlab, where we stitched the images together in order to create 

a panorama.

The results overall look good, however the image quality had some distortions that 

were created during its acquisition and processing, as can be seen in below figures.

Especially Figure 16 displays these distortions due to the large amount of overlap 

between the pictures this issue could be alleviated by better by reducing the amount of 

overlap or better image acquisition as there is considerable scene movement in the Y 

axis.
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Fig. 10 – Scene 1 resulting panorama (top – left half, bottom – right half)
Pictures in this result were taken every 48° and feathering was used to blend 
overlapping regions. Blended areas have some artifacts due to scene movement in y 
axis which causes some ghosting.
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Fig 11. – Scene 1 resulting panorama (top – left half, bottom – right half)
Pictures in this result were taken every 24° and feathering was used to blend 
overlapping regions. Blended areas have some artifacts due to scene movement in y 
axis which causes ghosting. Due to the large amount of overlap between the pictures 
the whole scene has considerable blur and ghosting.

4 Conclusion 

In this work we compared the above methods. Both methods produced good results. 

In both methods the image quality had some distortions that were created during its 

acquisition and processing.

Image estimation by stitching produced good results, but the method certainly could 

be improved. As can be seen in resulting images the overlapping regions have 

considerable amount of blurring and artifacts these issues could be alleviated by better 

image acquisition or using multi-band blending on the overlapping areas.

Morphing method proved to be quite useful in creating estimated images, which can 

be seen in comparison with the frames of the video they should represent. The 

comparison with MSE has shown in the statistics, that the most similar to the original 

are methods of Morphing with ORB algorithm, but MSE in matlab might not align well 
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with the human perception quality. According to SSIM comparing method, the best 

results are made via cross dissolve and Morphing with Harris Corner Detector.
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Abstract. The aim of this work is to create a video conferencing sys-
tem enriched with the usage of a glass pyramid. This video conferencing
system allows video and audio to be streamed between two users in one
room. The processed stream is displayed on several video elements that
are adapted for an inverted glass pyramid.

Keywords: WebRTC · Glass pyramid · Video conferencing.

1 Introduction

Today, during the Covid-19 pandemic, people have had to limit personal contact
and find a way to communicate with each other as much as possible over the
Internet. As a result, the usage of video conferencing, which provides real-time
video and audio transmission, has increased several times, enabling people to
largely replace personal communication. Although today’s video conferencing
systems allow us to stream video and audio in high quality, they still cannot
replace face-to-face contact.

The aim of this work is to create a prototype video conferencing system that
is web-oriented and will provide the basic functionality of video conferencing
systems, video and audio streaming. This system will modify the video stream
to use a glass pyramid, which will project the processed video stream as Pepper’s
ghost effect.

Pepper’s ghost is an illusion technique used in theatre, haunted houses, dark
rides and in some magic tricks. Using plate glass, Plexiglas or plastic film and
special lighting techniques, it can make objects seem to appear or disappear, to
become trans-parent, or to make one object morph into another [1].

In the second chapter we will describe the creation of a signaling server
for our video conferencing system. In the next chapter, we will focus on video
conferencing system and editing the video. In the fourth chapter, we will describe
the creation of glass pyramids for our system. Subsequently, we will focus on
testing and finally evaluate the results.

2 Signaling Server

In order to create a video conferencing system, We first needed to create my own
signaling server. We have chosen Node.js, which is used for this purpose. Then
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we have installed the Express framework using npm (Node Packaged Modules)
and the Socket.io library, which is used for real-time communication using web
sockets.

2.1 Server creating

The first step in creating a signaling server was to include the necessary modules.
Subsequently, we created a https server using the createServer() method, where
we used the fs module to define the path to the key and certificate of our SSL, as
we needed https to transfer stream and get video and audio from the device in a
web browser. We set the server to port 9000, because only this port was open to
use the web sockets. Then We initialize Socket.io instance and set it to listen on
connection. However, for Socket.io to work, it had to be defined on the client’s
side as well. Subsequently, if the user opened a page on which Socket.io was also
defined, the server could already detect it. Using Socket.io, We detected many
events on the server side, which were sent by the client, but also vice versa. Each
event had its own specific name, thanks to which we were able to distinguish
them.

3 Video conferencing system

We used WebRTC technology to create real time peer to peer communication.
WebRTC (Web Real-Time Communication) is a technology which enables Web
applications and sites to capture and optionally stream audio and / or video me-
dia, as well as to exchange arbitrary data between browsers without requiring
an intermediary. The set of standards that comprise WebRTC makes it possible
to share data and perform teleconferencing peer-to-peer, without requiring that
the user install plug-ins or any other third-party software [2]. We used the Me-
diaDevices.getUserMedia() method to get the audio and video stream and we
used the RTCPeerConnection interface to create the peer-to-peer.

Our video conferencing system consists of two pages. On the home page users
can create rooms or join created rooms. The second page is the video conferencing
room itself, in which a video conference takes place between a maximum of two
users within one room. The entire video conferencing system is responsive and
functional not only on desktop devices but also on tablets and mobile phones.

3.1 Creating and Joining Rooms

Users on home page can create or join a room without any registration. When
user creates a room, a room code is created that allows other users to connect
to room thanks to it. When connecting, users must be accepted by the founder
of the room in order to be able to connect.
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3.2 Video conference room

The video conference room consists of 3 parts. The largest part of the screen,
up to 80% of the screen width, takes up space for the video stream. The video
stream of the communicating user is displayed in the maximum size and is fully
responsive. The remaining 20% of the screen is occupied by room and chat
information. Users can either view the chat or the room information in which the
connected users and the room code are displayed. The last part of the subpage
is the taskbar, which occupies 10% of the screen height and is located at the
bottom of the page. The taskbar provides several buttons that allow the user to
turn the camera and microphone on and off, including a Call End and Settings
button.

3.3 Video editing

We stored the obtained video stream in several video elements, thanks to which
we created three modes of displaying the video stream of the communicating
partner

The first mode shows all the elements of the page where the video of the
communicating partner takes up the largest part.

In the second mode, all elements on the page are hidden and only the
fullscreen video of the communicating partner is displayed without video clip-
ping.

In the third mode, three videos of the communicating partner will be dis-
played, this type is intended for the use of a glass pyramid. In this type, as
with fullscreen, all page elements except video elements are hidden. Each of the
video elements is oriented for one wall of the glass pyramid and displayed in the
largest possible screen size. The shape of these videos is adjusted to the shape
of an isosceles trapezoid, in order to display the video in the entire wall of the
pyramid and not just in the middle.

To switch between these types, we have created buttons that allow users to
choose which type they prefer. On mobile devices and tablets, we added the
ability to switch types by rotating the device. When you turn the device to
landscape mode, the third mode is automatically displayed, when you click on
the screen, it switches to full-screen mode, and when you click Close Button, the
first type is displayed.

4 Glass Pyramid

The Glass Pyramid is a device that allows you to create multiple Pepper’s ghost
effects at once. It consists of three or four transparent walls, which have the
shape of an isosceles parallelogram. The glass pyramid is most often used with
one LCD display that projects multiple images for each wall, or with multiple
displays where one display projects an image for one wall. When using a single
LCD display for the entire pyramid, the video or image is most often edited into
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four or three straight triangles or rectangles with a black background to increase
the effectiveness of this effect. In order to achieve the Pepper’s ghost effect, the
angle between the wall and the LCD display must be 45 degrees.

4.1 Creating Glass Pyramids

Since our video conferencing system is available for desktop devices, but also
tablets and mobile devices, we have decided to create a glass pyramid for each
of these devices.

To make our homemade glass pyramids, we have used the two most com-
monly used materials for this purpose. One of them is polymethyl methacrylate
(plexiglass) with a thickness of 1 mm and the other is a plastic CD cover. Due
to the limited size of the CD cover, we have decided to use this material only
to make a pyramid for tablets and mobile phones, and we have used polymethyl
methacrylate to make a pyramid for a 21-inch computer monitor. You can see
the sizes of one side of the pyramid for individual devices in Fig. 1.

Fig. 1. Dimensions of one side of the glass pyramid for mobile phone, tablet and mon-
itor

5 Results

We created ideal conditions for testing the Pepper’s ghost effect. First, we created
a virtual camera, in the OBS program, where we set up our USB camera and
then we deleted the background using a green background. We did the testing
in dark places and set the brightness on the devices to high brightness. You can
see the test results in Fig. 2, Fig. 3 and Fig. 4.

We have achieved the best results when displaying on a pyramid made of
plexiglass, the video is displayed without blurring the image. You can see a
slight blur in the video image in Figure 4 and Figure 3.
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Fig. 2. Glass pyramid tested on a computer monitor

Fig. 3. Glass pyramid tested on a tablet

Fig. 4. Glass pyramid tested on a mobile
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6 Conclusion

In this project, we have created a functional video conferencing system available
via a web browser and accessible via mobile, tablet and desktop devices. We have
enriched the system with the use of a glass pyramid. We have also created glass
pyramids for this system, on which we have tested the Pepper’s ghost effect.
We have found out that the best results of displaying Pepper’s ghost effect were
obtained with a glass pyramid made of plexiglass, tested on a computer monitor.
In this pyramid we had a video of high quality, in the other pyramids the image
quality was not so good, but sufficient.
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Abstract. The objective of this paper was to design and build solution for stereo 
camera system, which purpose is observing objects of different sizes in horizontal 

location, and it sends data to the sec-

vice with help of minicomputer, that sends data to the second device, which pro-
 pro-

designing and implementing commercially available equipment and evaluating 
 

Keywords:  

1 Virtual reality 

1.1 Introduction 

For those who are not familiar with the term virtual reality, in simple terms it is 
simulated experience that place user in virtual environment that can be similar or com-
pletely different from the real world and often user can interact with it [ ]  

1.2 Types of VR 

their advantages and disadvantages  

Immersive VR. 

It is what people most often connects -set” as 
displaying device with one or multiple screens close to your eyes for immersive feeling 
of virtual world [ ]  But let us start from the ground and build up what are the reasons 
that it is great for our use case and at the same time it has some downfalls [ ]
in our use case with six camera setup with pairs of two for each section it is most logical 
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because two cameras 
inputs for displaying screens downfall of this solution is that if we are ok with slow 
refresh rate in radius of ten pictures per minute or static picture for observing  even 
small low power computers like Raspberry PI can handle task like this but if we want 
real immersive feeling of world and capture moving object or fast response times in 
changing directions we need stronger hardware to power our setup with this comes 
penalty for flexibility, ease of use and price for creating such a d
future might change thing a lot because every year there are more powerful and cheaper 

looks like unreachable goal in comparison with our current ten frames per minute but 
 

Table 1. Target frame rate for best user experience  

Refresh rate  Note 

>  Good

This is best what current hardware can do to power high 
resolution displays and it can be used for extended peri-
ods of   

      – 6  Moderate 
achieve great results 

but for long term use It can create headaches  

      -  Bad 

At this point it is not recommended to capture moving 
objects and make fast transitions between changes of 

 

   Static image It is great for static image and can be powered by small 
compact computer  

Desktop-based VR.  

Involves displaying  world on basic screens 
equipment, we can move around selected object in panorama like image
viable solution but requires more image processing and it is also more demanding on 
raspberry by because it must take picture from all cameras not just the selected pair as 
in the immersive n be displayed on 

 

2 Technical solution 

In this section we will go through thoughts 
modeling and possible variations, technical solutions, and  
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2.1 Cameras 

Before we start discussing design let’s have a closer look on our selected cameras to 
understand choices cam-
eras with  

Table 2. Camera  

Selected camera type allowed us to use it wide warranty but for simplicity and hard-
ware limitations we chose to use six cameras in par of two to represent huma eyes ext 
step was to decide on lens distance in general it depends on object that you are observ-
ing it can warry from few centimeters to meter in our use case we decided to use four 
centimeter as it is our hardware limitation, and it works great for our observing distance 
around half meter to one and half meter in greater or lesser distances picture my become 
distorted and not suitable for use as panorama or fisheye effect will occur  

2.2 Design 

In Fig. 1 
modeling software to meet expectations and needs for lens distance, cable management 

 

Model ELP- -  
Lens Size  

  
  

Connecting Port type  
Lens Parameter Size:       
Power supply   4P-  

  
Board size  
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Fig. 1. Camera holder

Next step was to connect and focus all cameras at one point in such way that non 
other camera can interfere in displaying image and its noticeable change between
switching the view provides information about one-hundredth degree
horizontal view angle but in real world tests we calculated that view angle is less than 
ninety-two degrees which gives us option with some image processing to create camera 
system around the object with ninety-degree view angle and three possible view angels
parallel to the object Fig. 2

Fig. 2. Camera placement
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2.3 Construction 

 In case of mounting hardware, we choose basic photographic tripod mounting plate 
for its simplicity and wide variety of options to mount camera system, the mounting 
plate is connected to the middle part which has built in photographic screw 
remaining three pieces are connected by lightweight aluminum 

  mm  mm which is strong enough to hold cameras 
and provide sufficient internal space for cable management that way we can achieve 

 it provides us whit resizable 
camera system as the camera holders can slide on the profile and can be set to optimal 

-
ing solution for our raspberry pi as it can be attached to the middle part for easy han-

 

2.4 Raspberry PI 

For connecting cameras, we must use - ubs as the computer has only 4 usb port 
 throughput speed are sufficient to handle one 

slots that gave as six 
raspberry pi is not very powerful and it 

struggles running all cameras and stable framerates and not crashing at the same time, 
so we decided to address one camera at time to take picture and switch to another with 
this solution our frame rate drop significantly but it was necessary to have enough 
power left for simple image pro  

2.5 Image processing 

Image processing is not handled by raspberry by because of its limitations but we 
were able at least pair right photos crop them in requested way and send them to the 

 

3 Conclusion 

design and construct functional camera system with commercially 
available parts  created compact and per-
fectly fitting components for our  was limited computing power of 
small computes that cannot provide enough resources to completely process images and 
we like but this was necessary for us to make it small functional, easy to transfer and 
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In the future we can see some potential upgrades in cameras itself for better image 

paper was fulfilled with some limitations which can be addressed in future upgrades od 
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Abstract. This article focuses on removing objects from video and image. Its aim
was to study and analyze the methods used in computer vision to mask errors and
remove objects from images and video and to design a solution by implementing
selected methods. The introduction describes the problems and errors that occur
in the transmission and encoding/decoding of visual data, and how those losses
affect the resulting transmitted data, and how they set errors/unwanted objects in
video and image. Then follows an overview of possible coding/decoding tech-
niques that can prevent the occurrence of errors, or at least the propagation of
errors in the transmitted data. This is followed by the described methods for pre-
processing the image and subsequently masking and removing unwanted objects
/errors from the video or image, which very often occur as a result of problems
in video or image transmission, or in encoding/decoding. They are followed by
the analytical and practical part of the work. In the practical part, we proposed a
solution that is a simulation software, using two methods for error concealment.

Keywords: Video, Image, Objects, Removing.

1 Introduction

In recent decades, we had the opportunity to witness rapid development of technolo-
gies that have already been a part of all aspects of our lives. Information technologies
in particular are developing extremely fast, which we can perceive thanks to the devi-
ces that reached every area of our lives and daily needs. Communication plays an im-
portant role in our lives. Informatics and information technologies are not just compu-
ters, printers, scanners and software. We can easily include cameras, camcorders and
mobile phones as a part of this group. A fast and reliable transmission channel is re-
quired to transmit images and videos. Errors often occur in wireless networks, espe-
cially in areas with poor signal coverage or in places with too many devices. Error
masking is an error control technique capable of mitigating the effects of errors in
multimedia using all available decoded data (correctly received and also corrupted
data). The term texture is widely used and easy to understand. Image texture analysis
is a fundamental problem in image processing and an important area in computer vi-
sion [1]. Our intuitive understanding of this phenomenon is so strong that there is no
precise definition. Human observers usually describe a given texture according to its
qualitative attributes such as smoothness or roughness, which are easily perceptible
by their senses [2].
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2 Unwanted objects/errors in video and image

Data compression is achieved by removing redundancy, i.e., components that are not
necessary for a good representation of the data [4]. If some data contains statistical
redundancy, they can be effectively compressed using lossless compression. By decod-
ing the compressed data without loss, we get an exact copy of the original data. How-
ever, lossless compression of image and video data provides very little data reduction.
Image compression methods use spatial redundancy, video compression uses both spa-
tial and temporal redundancy to obtain the data reduction. In the time domain, there is
often a high correlation (similarity) between images that were captured at about the
same time [3]. Neighboring frames are usually highly correlated, especially for videos
with a high frame rate. In the spatial domain, there is often a high correlation between
pixels that are close to each other At the same time, there are three main types of error-
resistant techniques:

1. Error-resistant source coding - These techniques deal with the conversion of digital
video/image input into an efficient and robust display. More error-resistant coding gen-
erally means less compression efficiency, but helps in stopping error propagation.

2. Channel coding and decoding - This channel encoder actually systematically in-
serts additional bits into the coded bitstream in order to detect errors. Channel coding
and decoding is mostly independent of source coding and decoding.

3. Error-resistant decoding and error masking - These techniques minimize the neg-
ative impact of transmission errors on the final video/image that is displayed. All de-
coded data (correctly received and also erroneous data) is available for error conceal-
ment. Error-resistant decoding and error concealment include all techniques that allow
the decoder to reduce the negative impact of errors by using available corrupted and
properly decoded data. The decoder generally goes through three consecutive steps [4]:

1. Error detection - detects if any errors occurred,
2. Error location - detects with the highest possible accuracy where the errors occurred,
3. Error concealment - reduces the negative impact of localized errors.

3 Removing objects from video/image

The most commonly used error-resistant modes for images and videos work with
blocks. Therefore, incorrect or missing data will immediately damage entire blocks or
block clusters. We use these assumptions to build a problem formulation for masking
image and video errors. Mathematically, image and video error concealment is an ill-
posed inverse problem since there is no well-defined unique solution. In this chapter,
we have made an overview of possible methods for removing objects from video and
image. These methods are most commonly used in the field of error masking:
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Frequency selective methods - The problem with FSE methods in general is that
they always approximate the square area of the lost area, which can often contain
parts of the image with unrelated textures.

Image Inpainting methods - Another important group of methods that are not pri-
marily intended to mask the transmission error, but which can be used for this pur-
pose, are the so-called inpainting methods. Inpainting methods can be divided into
two basic categories: geometry-based methods and pattern-oriented methods.

Inter-frame interpolation - Time, resp. Inter-frame interpolation is the interpola-
tion of a sequence of frames. The consecutive images in the sequence are very sim-
ilar to each other.

4 Proposed solution

In this study a simulation software was implemented, in which we tested and compared
two methods. The first method was implemented in the MATLAB program, using a
function that allows us to apply the widely used and well-known method of spatial
patch-based inpainting. We also implemented and tested the second method in
MATLAB. It is important to say that the first method is the so-called Intra-frame
method, i.e., works within a single frame of video. The second method is the so-called
Inter-frame method, and can perform on-frame operations considering the previous
frame and/or the next frame. We applied the methods in a video with a large number of
synthetic errors, which we created and added to the original video in MATLAB. As a
result, we got a video with corrupted frames with unwanted objects that we had later
concealed.

4.1 Pre-processing

As part of the preprocessing, it was necessary to segment the video into frames and to
save the frames. This was crucial to do so that we can only work with one frame sepa-
rately or multiple frames of a video on which the unwanted object (error) is located. Of
course, we needed to take this step before inserting errors into the video, because we
want to obtain undamaged frames.

4.2 Creating a corrupted video (inserting errors)

After pre-processing, we created a new video that contained unwanted objects (errors).
This was done by inserting synthetic errors into the original video, resp. we were using
the original video as a source of undamaged frames.
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Fig. 1. (a) original frame, (b) frame with inserted unwanted object with triangular shape.

Unwanted objects (errors) that we have inserted into the original video were black ob-
jects with randomly generated coordinates across whole frame (objects of different
sizes and with random positions in the video frames), and we could choose the shape
of unwanted objects. Also, our program was creating binary mask and inverse mask for
every unwanted object we inserted. In our program, we could also specify in which
frame we wanted to insert unwanted object, or we could choose to automatically insert
errors in the whole video, but we had to specify the parameter of error occurrence (pa-
rameter f) which is basically a parameter that specifies how often we want the error to
occur in our video. For example, if we start with frame No. 2 and our parameter f is 2,
then every even frame of the video will be damaged. Lower the parameter f, the error
will occur more often.

Fig. 2. Mask created for unwanted object inserted in frame.

4.3 Intra-frame method - Spatial patch mixing (SPM)

All error concealment methods in space domain are based on the same idea which says
that the pixel values (luma and chroma) within the damaged area can be recovered by
a specified combination of the pixels surrounding the damaged area. Our method is
using Image Inpainting function in MATLAB to conceal damaged area. Our program
automatically was detecting damaged area using mask and concealed damaged area
using Image Inpainting. This process was iterated for every damaged frame.

Fig. 3. (a) original frame, (b) frame with concealed error using Intra-frame method.
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4.4 Inter-frame method - Inter-frame interpolation (IFI)

Temporal error concealment is one of the most important error concealment techniques.
To conceal the errors in the current frame, it utilizes temporal neighbors, that are, the
previous frame or the next frame. In our program, we could specify if we wanted to
conceal error using only the previous frame (from left), or only the next frame (from
right). We also had the option of error concealment using both (previous and next)
frames. Error concealment using only one frame (previous or next) is used when we
can’t use the third option, which is, for example, when we have more damaged frames
in a row. In this case, we assumed that we also lost information about motion between
frames, and we must replace damaged area with the undamaged area form previous or
next frame. When we are using both frames, we are calculating linear combination be-
tween the previous and the next frame, and then we are replacing damaged area with
the same area from resulting frame.

Fig. 4. (a) original frame, (b) IFI using previous frame, (c) IFI using next frame, (d) IFI using
both (previous and next) frames.

5 Experiment results

These two presented algorithms (methods) were simulated in computing environment
MATLAB using two model video sequences. First one had 375 frames and duration of
6 seconds (Video 1), second video had 1995 frames and duration of 1 minute and 6
seconds (Video 2). Both videos had resolution of 640x480 pixels. In the all the previous
figures we used frame No. 175 from Video 2 as an example. For evaluating experiment
results we were using MSU VQMT software. This software contains more image and
video quality measurement metrics than MATLAB. We were calculating average MSE
(Mean Square Error), PSNR (Peak Signal-to-Noise Ratio), VQM (Video Quality Meas-
urement), SSIM (Structural Similarity Index Measure). Also, it is important to mention
that these are results from concealing errors from both video sequences when parameter
f was 2 and starting frame was No. 2. It means that, in both videos, every even frame
contained unwanted object (was damaged), and both methods removed unwanted ob-
ject from every single one of them.
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Table 1. Results of error concealment using SPM (Intra-frame method).

Video

No.
MSE PSNR

[dB] VQM SSIM
Damaged 

frames
Elapsed

time

Video
1 297 31.294 1.413 0.955 186 27m 93s

Video
2 361 31.721 1.536 0.969 996 2h 51m 28s

Table 2. Results of error concealment using IFI (Inter-frame method).

Video

No.
Method MSE PSNR

[dB] VQM SSIM
Damaged

frames
Elapsed

time

Video
1

From
left 189 37.197 0.921 0.983 186 3.271s

From
right 190 37.176 0.922 0.983 186 3.259s
Both 187 37.241 0.902 0.983 186 3.678s

Video
2

From
left 249 35.744 1.078 0.989 996 39.070s

From
right 250 35.736 1.081 0.989 996 38.683s

Both 245 35.781 1.059 0.989 996 44.296s

6 Conclusion
As we can see from the tables (Table 1. and Table 2.) and from the previous 
figures, IFI method has achieved better results and is much faster than SPM. SPM 
method be-longs to the group of methods that are not primarily intended to mask the 
transmission errors in images and videos. We can see that SPM is much slower than 
the IFI. This method does not achieve good visual results either (Fig. 3). On the 
other hand, IFI method is fast and effective and is a good choice for error 
concealment. However, we must not forget that in some cases we can’t use IFI 
method, not even from one side (left side – previous frame, right side – next frame) but 
we can use SPM method always. For example, if every single frame of the video 
contains unwanted object, we cannot use IFI method because we don’t have any 
undamaged reference frame, and SPM method works intra-frame so it is usable in 
every case.
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Abstract. This document contains the theory of Weighted KNN 
classification algorithm, distance calculation using different methods and serves 
as documen-tation for code written in Matlab used for calculation of error-rate. 
Code is given training set of numbers, with defined classes. Based on this set it 
can predict to which class next sample belongs. By using weighted KNN and 
multiple distance calculation methods (Euclidean distance, Absolute 
Difference, Chebyshev dis-tance) we get different distance parameter for each 
method used, this influences calculated frequency and therefore prediction of 
class and error-rate, if the fre-quency is equal for both classes, majority 
criterium of neighbors is used to deter-mine which class sample belongs to. 
Input parameters: data from each class, num-ber of nearest neighbors and 
method used for distance calculation. Output is er-ror-rate of code, assuming we 
know to which class sample belongs to, as well as graph that contains all 
samples and classes they belong to.

Keywords: Matlab, Weighted KNN, Distance calculation 

Introduction
Machine learning is focused on building applications that learn from data and improve 
their accuracy over time. First step toward creating a machine learning model is to se-
lect and prepare training data set. Training data set is processed by application to solve 
the problem application it was designed for. Next step is to choose which algorithm to 
run on the training data set. 

Algorithms find patterns and features in massive amounts of data to make predictions 
about new data. The better the algorithm the better the predictions will become.
Weighted K-Nearest Neighbor (WKNN) is instance-based algorithm that uses classifi-
cation to estimate how likely a new data point is to be a member of one group or another 
based on its proximity to other known data points. After training the algorithm we use 
evaluation subset where we compare the output to results it should have produced. Ad-
justing distance calculation method might yield a more accurate result. [1]
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1.1 How does KNN work?

Fig. 1. KNN [2]

KNN is one of the simplest machine learning algorithms to implement based on super-
vised learning technique. Suppose we have dataset with two categories A and B. If we 
receive a new data point x1, by using KNN we can predict to which category will this 
point belong to by selecting the number of nearest neighbors (K) and use them to cal-
culate distance to these points. 

After finding K neighbors we count the data points in each category and determine 
using majority criterion to which category does x1 most likely belong to. (If we use 
Weighted KNN we calculate weight of each neighbor instead of using majority crite-
rion) [2]

1.2 Advantages and Disadvantages of KNN Algorithm

Pros:
- It is simple to understand and implement
- With large enough data set can be very accurate
- Can be used for both classification and regression

Cons:
- As data set grows speed of algorithm declines
- Selection of optimal number of neighbors can be complex
- Is sensitive to outliers
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2 Distance Calculation Method

Selection of nearest neighbors is based on distance calculation method used. Some 
methods can be more suited then others for specific use cases.

Fig. 2. Distance Methods [3] 

Euclidean Distance:

(1)

Manhattan Distance (Absolute Distance):

(2)

Chebyshev Distance:

(3)

Other popular distance calculation methods in machine learning include: Minowski 
Distance, Hamming Distance and Cosine Distance.
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3 Matlab Implementation

3.1 Input parameters

% x,y and c are used as training data set and a1, b1 and 
ocak is used as evaluation subset, k is number of nearest 
nighbors. 

dt = input('select distance method used(default=Euclid-
ean): \n 1=Euclidean \n 2=Manhattan \n 3=Chebyshev \n' ); 
k = input('select value of k:'); 

x = readmatrix('500_Person_Gender_Height_Weight_In-
dex','Range','A2:A281'); 
x = x' 

y = readmatrix('500_Person_Gender_Height_Weight_In-
dex','Range','B2:B281'); 
y = y' 

c = readmatrix('500_Person_Gender_Height_Weight_In-
dex.xlsx','Range','C2:C281'); 
c = c'; 

a1 = readmatrix('500_Person_Gender_Height_Weight_In-
dex','Range','A282:A301'); 
a1 = a1' 

b1 = readmatrix('500_Person_Gender_Height_Weight_In-
dex','Range','B282:B301'); 
b1 = b1' 

ocak = readmatrix('500_Person_Gender_Height_Weight_In-
dex','Range','C282:C301'); 
ocak = ocak' 

spolu=[]; 
p=1; 

%as source of data we used 500 Person Gender-Height-
Weight-Body Mass Index [4] in xlsx format with classes 
defined as male=0 and female=1 
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3.2 Plot of data

%Plot of data where class 0 is represented as red and 
class 1 as green, p is number of tested data +1 in our 
case we tested 20 data points 

while p < 21 

c = readmatrix('500_Person_Gender_Height_Weight_In-
dex.xlsx','Range','C2:C281'); 
c = c';

a=a1(p); 
b=b1(p); 

for i=1:length(x) 
if(c(i)==0) 
plot(x(i),y(i),'r+','linewidth',4); 
else 
plot(x(i),y(i),'g+','linewidth',4)  
end 
hold on; 

end 

plot(a,b,'ko','linewidth',2); 

3.3 Distance Calculation

distance=[]; 
distance2=[]; 
distance3=[]; 

for i=1:length(x) 

e=sqrt((x(i)-a)^2+(y(i)-b)^2); % Euclidean 
e2=abs((x(i)-a)) + abs((y(i)-b));   % Manhattan 
e3=max(abs(x(i)-a),abs((y(i)-b)));  % Chebyshev 

distance=[distance e]; 
distance2=[distance2 e2]; 
distance3=[distance3 e3]; 

end 
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3.4 WKNN Algorithm

%WKNN algorithm finds nearest neighbors and calculates frequency of classes 0 and 
1 using freqX=freqX+(1/distance) formula.

if dt==1 
distance = distance; 
end 
if dt==2 
distance = distance2; 
end 
if dt==3 
distance = distance3; 
end 

temp=0; 
gemp=0; 

for i=1:length(distance) 
for j=1:(length(distance)-i) 

if(distance(j)>distance(j+1)) 
temp=distance(j); 
distance(j)=distance(j+1); 
distance(j+1)=temp; 
gemp=c(j); 
c(j)=c(j+1); 
c(j+1)=gemp; 

end 
end 

end 

classy=[]; 
freq0=0; 
freq1=0; 

for i=1:k 
classy=[classy c(i)]; 
if(c(i)==0) 
 freq0=freq0+(1/distance(i)); 
else 
 freq1=freq1+(1/distance(i)); 
end 

end 
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3.5 Output Data

% if freq0 and freq1 is equal majority criterion is used

if(freq0==freq1) 

output=mode(classy); 
spolu= [spolu output] 

elseif(freq0>freq1) 

output=0; 
spolu= [spolu output] 

else 

output=1; 
spolu= [spolu output] 

end 

p = p+1; 

end 

% based on ‘spolu’ (calculated classification) and ‘ocak’ (expected classification) ma-
trices we can calculate error rate of calculated classification

ocak 
error = (spolu~=ocak); 
er = (sum(error)/20)*100 
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4 Conclusion

Fig. 3. Graphical representation of data

In this experiment we used our code for predicting gender based on height and weight. 
We used 280 samples for training and set number of neighbors as K=5. Then we tested 
next 20 data points and managed to get following results for each distance calculation 
method:

Euclidean: 70% accuracy
Manhattan: 65% accuracy
Chebyshev: 60% accuracy

It is impossible to predict gender with 100% accuracy purely on weight and height, 
however we managed to get the most accurate results using Euclidean distance. In some 
other cases Manhattan or Chebyshev may yield better results.
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Abstract.  Naïve Bayes is using a family of algorithms to assign class labels from 
a pool of labels that are finite. This classifier is a very useful and efficient one 
and we can see it being used in machine learning and data mining in order to 
solve multiclass classification. In this paper, we define this classificatory, list its
pros and cons and use it in a 2D example. We assume that each feature is inde-
pendent of others and we disregard any correlations between different features 
when determining the correct class.  

Keywords: Naïve Bayes, class labels, class probability 

Introduction 

In today's world, one encounters a large amount of data at almost every step. What can 
we imagine under the term data? According to [1], data is information that is stored on 
a computer and is further processed in some way. Because the internet is widely used 
nowadays, there is more and more data to process.
In order to avoid chaos and mixing information with each other, various methods have 
been developed to sort and categorize the information. For example, in the field of in-
formation retrieval (Data mining) [2] or in a very evolving machine learning [3].
Very often, the data is divided into different classes according to the observed features 
and also according to the probability that the event belongs to a particular class based 
on the input parameters.
In this work we describe the data classification based on the Bayes classifier [4] [5] [6], 
while generating the input data using a normal distribution with several variables (2D 
Gaussian normal distribution) [7] [8] [9].
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2 Designing the Classification

The classification was designed in the Matlab development software. For correct clas-
sification according to Bayes's theorem, we need input data on basis of which the clas-
sification takes place.

1. Observation space - As an observation space we chose a 2D grid of size NxM, while
the size of a given grid is defined by a set of vectors of mean value [x y], which
represent points on a given grid. Subsequently, the grid was defined by the position
of the farthest point (1).

NxM = maximum [x y] (1)

2. Number of classes - This is the number of classification classes to which a given grid
point is assigned based on the classifier.

3. Mean value - This is a necessary data on the basis of which the 2D Gaussian distri-
bution is subsequently determined

4. Covariance matrix - A matrix that determines what a given Gaussian distribution
will look like. More in chapter III.

5. Costs - A parameter that determines the individual cost of a given class, which is
used by Bayes in classification. This parameter determines the error rate of the clas-
sification for a given class.

6. A priori probability - This is the probability that determines the incorrect detection
of a given class from another class.

7. Probability density function - this parameter determines that a given observed point
has a certain "probability" that it belongs to a particular class. We obtained this prob-
ability function for a specific point from the normal multivariate distribution de-
scribed in Chapter III.

3 Generating input data using normal multi-variable 
distribution

To generate the probability density function of a given observed point (input data for 
the Bayes classifier) in individual classes, we used the Gaussian normal distribution 
with multiple variables. Each class consists of its own normal distribution where the 
input parameters for a particular class may be different.
To calculate the probability density function at a particular grid point for different clas-
ses, it is first necessary to construct a D-dimensional Gaussian distribution for that 
class. The D-dimensional Gauss is parameterized by a vector of mean μ (2) and a co-
variance matrix ∑ (3) [9].

(2)

Equation (2) describes the vector μ which contains the input mean values.
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(3)

Equation (3) describes a covariance matrix where σ represents the variance of a given 
sample from the mean. This covariance matrix contains only positive numbers on the 
diagonal.
The resulting probability density function (4) at a given point x is defined by equation 
(4) [9].

(4)

According to equation (4), we then calculated the probability density function for each 
point in the grid for each class.
Subsequently, we applied the classification based on Bayes' theorem.

4 Bayes classifier

4.1 Pros

• easy and fast class prediction, good performance in multi class prediction
• assuming independence holds, Naïve Bayes performs better and needs less training
data compared to other models
• good performance in case of categorical input variables compared to numerical var-
iable(s)

4.2 Cons

• we need to use a smoothing technique (i.e. Laplace transformation) if categorical
variable has a category, which was not observed in training data set as the model will
assign a 0 probability
• Naïve Bayes is known as a bad estimator so probability outputs should be taken
lightly
• impossibility to get an independent set of predictors in real life, which are needed
for Naïve Bayes

4.3 Applications of Naive Bayes Algorithms

Real time prediction. Naive Bayes is a fast-learning classifier. That allows it to be 
used for making predictions in real time.
Multi class prediction. This algorithm is also well known for multi class prediction 
feature and can predict the probability of multiple classes of a variable.
Text classification. Naive Bayes are mostly used in text classification, thanks to its 
better results in multi class problems and independence rule, and generally have higher 
success rate than other algorithms. Therefore there is a wide use of this classificatory 
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in spam filtering and sentiment analysis, which determines if a sentiment is a positive 
or a negative one.

5 Experiments

First, we dealt with the influence of the covariance matrix on the result of the Gaussian 
distribution. While changing the parameters σ for deeper observation.
Subsequently, the solution contains several variants. The classification can be based on 
input predefined parameters, or on random generation of only certain parameters or 
complete random generation of all input parameters.

5.1 Experiment 1 - Behavior of the output Gaussian distribution based on the 
change of the parameter σ

In this experiment, we chose the same mean values in each step. Where the mean values 
are μ = [0 0], and we only changed the covariance matrix.
In Figure 1 it is possible to see Gaussian distributions if the covariance matrix ∑ con-
tains values:

∑ =

Fig. 1. Gaussian distribution on the left, drawing of the Gaussian distribution on the right

It can be seen from Figure 1 that the distribution is uniform in all directions, and if 
we increase the parameters σ11 and σdd, the distribution will increase evenly in all di-
rections.

In Figure 2 and Figure 3 it is possible to see Gaussian distributions if the covariance 
matrix ∑ contains values:
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Fig. 2. The Gaussian distribution is shown above if the covariance matrix ∑1 is used. The lower 
part shows the Gaussian distribution if the covariance matrix ∑2 is used.

Fig. 3. The Gaussian distribution is shown above if the covariance matrix ∑1 is used. The lower 
part shows the Gaussian distribution if the covariance matrix ∑2 is used.
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From Figure 2 and Figure 3, the difference is visible as the Gaussian distribution 
changes due to the change of the parameters σ11 and σdd.

If σ11> σdd then the Gaussian distribution is in width. If σ11 <σdd then the Gaussian 
distribution is in height.

Figure 4 shows the Gaussian distributions if the covariance matrix ∑ The figure 
shows that the Gaussian distribution is inclined from its axis if σ1d and σd1 contain neg-
ative values.

∑ =

Fig. 4. Left Gaussian distribution, right plot of Gaussian distribution if σ1d and σd1 contain nega-
tive values.

5.2 Experiment 2 - Classification based on entered parameters in three classes

Each class T was defined by a separate input vector of mean values:

= [0 0], = [-10 -10], = [8 7]

Subsequently, the input parameters of the covariance matrix were defined for each 
class separately:

= , = , =

In Figure 5, it is possible to see the position of the mean values and the Gaussian 
distribution according to the input parameters.
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Fig. 5. Mean values and their probability of distribution

Figure 6 is a plot of the given Gaussian classes.

Fig. 6.

Subsequently, we defined a priori probabilities for specific classes. Which are then 
used in the Bayesian classifier.

= 0.25 , = 0.25 , = 0.5

And we also defined the cost, which determines what is the probability that we will 
get to the given class Tx from another class Ty

( / ) = 0.5 , ( / ) = 0.33
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( / ) = 2 , ( / ) = 0.66

(3/ ) = 3 , (3/ ) = 1.5

Figure 7 is a plot of the resulting classification based on Bayes' theorem. While it is 
possible to see errors in the classification in some places, it is due to the costs that are 
high for the third class, which means that it is highly error-prone.

Fig. 7. The result after classification based on Bayes' theorem, where class T1 is shown in blue, 
class T2 is shown in green and class T3 is shown in yellow.

5.3 Experiment 3 - Classification based on given parameters for Gaussian 
distribution and random generation of costs and a priori probability

In this experiment, we tested a classification where parameters were manually entered 
for the five classes of the Gaussian distribution and the subsequent random generation 
of a priori probabilities for the given class and their costs.
The mean values for the individual classes were given as follows:

= [0 0], = [-7 7], = [7 -7] , = [-4 -4],
= [6 6],

Subsequently, the input parameters of the covariance matrices were defined for each 
class separately:

= , = , =

= , =
Figure 8 shows the subsequent Gaussian distribution based on the input parame-

ters. And in Figure 9 it is possible to see their distribution in the 3D grid.
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Fig. 8. Rendering of a Gaussian distribution in a grid

Fig. 9. Render of a Gaussian layout in a 3D grid

Subsequently, a priori probabilities were randomly generated as follows:
= 0.2697 , = 0.1257, = 0.0539

= 0.2644, = 0.2863
And also costs were generated, according to the following generation:

( / ) = , while ( / ) =0.

The resulting costs can be seen in Table 1.
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Table 1. Individual costs for a given class 

Figure 10 shows the final classification based on the Bayess qualifier and input pa-
rameters.

Fig. 10. Result after Bayes classification

5.4 Experiment 4 - Classification based on the generation of all input 
parameters randomly

In this experiment, we played with the idea of random generation of all input parame-
ters.
This experiment was a demonstration that this is possible but inefficient due to the fact 
that covariance matrices are generated randomly and do not always meet the conditions 
for the correct plotting of Gaussian distributions or subsequent classification. The pro-
gram must be run repeatedly until suitable classification data is generated.
After successfully generating six classes, we received the following results, while the 
input generated parameters were as follows:

Generated mean values:
= [5 5], = [-8 4], = [-1 -6] , = [-8 7],

= [-7 -7], = [3 8],

REDŽÚR 2021 | 15th International Workshop on Multimedia Information and Communication Technologies

112



Generated covariance matrices:
= , = ,

= , = ,

= , =

Generated a priori probabilities:
= 0.2488, = 0.1896, = 0.1110
= 0.3241, = 0.0986, = 0.0279

The resulting costs can be seen in Table 2.

Table 2. Individual costs for a given class

Figure 11 and Figure 12 show the Gaussian distribution for the six classes

Fig. 11. Gaussian distribution in a grid
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Fig. 12. Gaussian distribution in a 3D grid

Figure 13 shows the final classification based on Bayes' theorem and input values.

Fig. 13. Resulting classification based on Bayes' theorem

6 Conclusion

In our work, we focused on various methods of generating input data and their subse-
quent classification based on Bayes' theorem. From the results it is possible to see how 
the Gaussian normal distribution changes based on the modification of σ.
Subsequently, we entered the input data and classified the individual points of the grid. 
From the results it is possible that the classification is successful but sometimes there 
are errors. These errors can be optimized by changing the individual cost, or by chang-
ing the Gaussian distribution and A priori probabilities for individual classes.
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Abstract.  Linear Discriminant Analysis (LDA) is a technique used for dimen-
sionality reduction problems as a pre-processing step for machine learning and pattern 
classification applications such as text recognition, face recognition, etc. The aim of this 
paper is to build a solid foundation for what is LDA, and how LDA works and know 
how to apply its technique in different applications. Then, 
in a step by step approach, we will create a tutorial which will be implementing certain 
equations in the form of a MATLAB code. Which will be used to imple-ment a system 
that reduces the dimension of the data space based on the input data divided into classes, 
while preserving the essential classification information between the two classes. Its 
input parameters will be the number of classes and training vectors for each class. Where 
as the output of the system will be trans-forming vectors, where if the training vectors 
are in 2D, they will be represented 
in a graph with its data. The before and after data will be depicted on a graph and 
compared.

Keywords: LDA, MATLAB, training vectors, eigenvalues, eigenvectors, class, 
dimensionality reduction. 

INTRODUCTION

There are many useful techniques for classifying data. Linear discriminant analysis 
(LDA) and principal component analysis (PCA) are the two most commonly used tech-
niques for classifying data and reducing dimensions. They are often used as the first 
benchmarking methods before using more complex and flexible methods. Linear dis-
criminant analysis easily handles the case when the frequencies in the class are unequal 
and their performances were investigated on randomly generated test data. This method 
maximizes the ratio of variance between classes to variance within a class in any par-
ticular data set and ensures maximum separability. Linear discriminant analysis is for 
example used to classify data in speech recognition. We decided to implement an algo-
rithm in MATLAB for LDA in the hope of providing a better visualization of multidi-
mensional data and its reduction[1].
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2 LDA in 4 steps

Before we start it should be mentioned that LDA assumes normal distributed data, fea-
tures that should be statistically independent, and same/identical covariance matrices 
for every used class. However, this exclusively applies for LDA as classifier, but LDA 
for dimensionality reduction can also work reasonably well even if those assumptions 
are not met. And even for classification tasks LDA seems to be quite robust to the 
distribution of the data[1].

2.1 Creating data

We are creating our own data sets by using the MATLAB function randi(), 
and its parameters are the range of possible numbers, the number of dimensions and the 
number of classes. Using this method, we have created a main matrix of the size of R-
rows x (d-Dimensions x N-Classes) as shown below:

(1)

After the creation of our main matrix we will now extract our classes (data sets) with 
their respective dimensions. After the extraction we can plot them in their original di-
mension before the dimension reduction as shown on the figure 1 below:

Fig. s1. 3 classes as 2-Dimensional created from the main matrix.
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2.2 Computing Scatter Matrices

After our creation of classes or if you have other ways of acquiring of class data sets, 
the first step in the LDA will be finding two scatter matrices referred to as the “between 
class“ and “within-class“ scatter matrices. We will start the within-class scatter matrix 

W and is computed by the following equation:

(2)

Where

(3)

and mi is the mean vector.

(4)

It is also possible that we could compute the class covariance by adding the scaling 
factor 1/(N-1) to before mentioned within-class scatter matrix and that would create the 
following alternative equation:

(5)

and

(6)

Where Ni is the sample size of its respective class in our case R, which in this case 
we do not need the term (Ni – 1) because all our classes will have the same sample size.
However, this will result in eigenspaces being identical (identical eigenvectors, only 
the eigenvalues are going the be scaled differently by a constant factor).

Next, we are going to compute the between-class scatter matrix SB that has the fol-
lowing equation[2]:

(7)

where m is considered as overall mean and mi and Ni are the mean of sample and 
size of each respective class. SB can be thought of as the covariance of data set whose 
members are the mean of vectors of each class. Visual representation of Scatter matrices 
can be seen on figure 2. 
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Fig. 2. Visual representation of scatter matrices

Transformation T (LDA) must simultaneously minimize the scattering of data in its 
classes and subsequently maximize the scattering of classes (their center). That is done 
through the Fisher’s criterion, note: determinant is geometrically oriented volume de-
termined by the matrix. That is the bigger the determinant of the covariance matrix the 
more is data scattered. Which is why the ratio of determinants dictates the degree of 
class scattering to data scattering inside the respective classes. Usually, the higher ratio 
is better for computing. Fisher’s criterion equation for determinant:

(8)

2.3 Eigenvalues

The solution of eigenvalues is sequentially done through individual directions vi after:

(9)

Where 

(10)

General problem of finding eigenvalues and vectors is:

(11)

Which after calculation of:
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(12)

Equates to:

(13)

We are looking for non-trivial solution for vi, which is why det(M-Idi) = 0 with the 
requirement being |vi|=1. By subtracting eigenvalue M from di it is possible to get the 
ratio of dispersion in the direction of vi between the classes and dispersion within clas-
ses. The bigger the ratio is the better the separation is. Again, the vectors vi are ordered 
by its own eigenvalues d1 ≥ d2≥ dn. Vi are then arranged as columns of the Transfor-
mation matrix. Note that there will only be C – 1 dimension.

Now it is time to solve the generalized eigenvalue problem for the equation (13), to 
obtain the linear discriminants. As it computes a matrix with that contains information 
about our eigenvectors and their respective eigenvalues. It is necessary to decompose 
to matrix into eigenvectors and eigenvalues either using MATLAB command 
[evec,eval]=eig() which creates our eigenvectors with eigenvalues and already 
sorts them into descending order, however it is possible to use other means to achieve 
these values. Now to interpret the results. Both eigenvectors and eigenvalues are 
providing us with information about linear transformation being distorted. The eigen-
vectors are essentially describing the direction of the distortion, and the eigenvalues are 
the referencing to the scaling factor for eigenvectors which in other words describes the 
magnitude of the distortion.

When performing the LDA for dimensionality reduction, the respective eigenvectors 
are important because they are forming the new axes for our new feature subspace. 
Their associated eigenvalues are also of particular use because they will provide us 
information about how informative the new axes are. It should be possible to check 
your calculation using the equation below:

(14)

Where,

(15)

v=Eigenvector and λ=Eigenvalue
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2.4 Choosing linear discriminants for new subspace

Since our goal is to project data into a subspace that is improving on class separability 
and dimensionality reduction of our feature space, that is where the eigenvectors are 
creating the axes of our new feature subspace. However, eigenvectors have all the same 
unit length of one which means they only define the directions of the new axis[2].

We in order to decide which eigenvectors we want to eliminate for our new lower 
dimensional subspace, it is necessary to use their respective eigenvalues. In other words 
the eigenvectors with their lowest eigenvalues have the least information about how the 
data is distributed and those are the ones we want to eliminate. Common application of 
this is through rank of the eigenvectors from highest to lowest corresponding eigen-
value and choose the top eigenvectors. Through the use of our mentioned Matlab func-
tion. After reducing our eigenvector properly we can compute to transform our samples 
onto the new subspace using the equation:

(16)

3 Our MATLAB implementation

3.1 Generating a main matrix for samples and class

Using input parameters we can define our main matrix. The number of rows is de-
fined by the number of classes and the number of columns is defined by number of 
class*dimensions. MATLAB code: Z = randi([0, Rozptyl], 
[R,(N*D)]); After generating our matrix we than use scattering and indexing to 
create our classes.

3.2 Computing Scatter matrices

To create our between class and within class scatter matrices, we first need to com-
pute our means, that is done through this code: P=zeros(1,D*N); 
  for i=1:D:(N*D) 

P(:,i:(i+Dp)) = sum(M(:,i:(i+Dp)))/R; 
  end 
P2=zeros(1,D*N); 
  for i=1:D:(N*D)

P2(:,i:(i+Dp)) = P(:,i:(i+Dp))- Uc; 
  end 
After our computed means we can move to computing the scatter matrix 
P3=zeros(D,D); 
P4=P2.'; 
for i=1:D:(N*D) 

O1=P4(i:(i+Dp),:)*P2(:,i:(i+Dp)); 
P3=P3+O1; 

end 
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Eb=P3/N; 
And the within-class scatter matrix 
MT=M.'; 
Ew=zeros(D,D); 
for i=1:D:(N*D) 

for j=1:R 
O2 = ((MT(i:(i+Dp),j))-

(P(:,i:(i+Dp)))).*((M(j,i:(i+Dp)))-(P(:,i:(i+Dp)))); 
Ew = Ew +O2; 

end 
end 

3.3 Computing the transform vectors

Reducing our eigenvector and computation transform vector in code:
trevec=evec; 
trevec(:,D:D:end) = []; 
MiM=zeros(R,N*Dp); 
t = 1; 
for i=1:D:(N*D) 

Tot = (M(:,i:(i+Dp)))*trevec; 
MiM(:,t:(t+(Dp-1))) = Tot; 
t = t + Dp; 

end 

4 Conclusion

After successfully finding out the unusable eigenvectors and using them for our trans-
formation matrix, we were able to achieve dimensionality reduction, class separability 
and keep its class information intact, where we can reduce it for example from 3 di-
mensional to 2 dimensional or 2 dimensional to 1 dimensional.

Fig. 3. 3D Class reduction to 2D
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Fig. 4. 2D Class reduction to 1D
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Abstract. This paper reports subjective test results of watermarked
speech samples.

An open-source software, designed to embed watermarking patterns in
audio files, is used to produce a set of samples that satisfies requirements
of modern speech-quality subjective assessments. Different level of wa-
termark robustness levels are used, that allow to determine the threshold
of detection to human listeners.

Further analysis tries to determine the effects of noise and various dis-
turbances over the perceived quality of watermarked speech.

Finally, a threshold of intelligibility is estimated, to allow further open-
ings on speech compression techniques with watermarking.

The subjective listening tests were conducted following ITU-T P.800 Rec-
ommendation, that precisely defines the conditions for subjective testing
and their requirements.

Keywords: Speech quality, Watermarking, Speech processing, Trans-
missions.

1 Introduction

Watermarking of digital mediums is a process that has been on the scene of
copyright management since 30 years already. Commercial usage of audio wa-
termarking for public distribution has not picked-up as expected, due to quality
and user distribution issues.

However, usage of watermarking in specific markets has revealed some inter-
esting potential, such as communication identification, air traffic control, military
and sensible operations requiring security and robustness.

In essence, watermarking is a useful tool, that can be virtually integrated to
any digital channel, depending on its contents (audio, video, or text). Thanks to
a simple key exchange process, it may be used in trusting non-encrypted trans-
missions, such as telephone or radio transmission; this principle may include
emitter identification, using a dedicated watermarking pattern that is decoded
in the receiver.
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An extension of this principle in encrypted, compressed audio transmissions
is of significant interest in modern cybersecurity. The combination of water-
marking signal patterns with compression algorithms may provide significant
advantages in the scope of deploying a transparent watermarking solution.

Therefore, our aim is here to discriminate the impact of digital watermark-
ing on speech quality, when modern techniques are used. Further investigation
points at finding the limits of speech that remains intelligible, while watermark-
ing robustness is increased in sacrifice of quality.

In order to determine these two limits, selected speech samples will be gradu-
ally watermarked with increased robustness, leading in progressive speech quality
degradation. A primary threshold of quality will be determined, and retained as
a baseline value for common, public voice exchange.

Further effects of noise and environmental disturbances will be added, and
the corresponding shift of quality observed and noted.

Finally, a distortion limit will be observed, leading to a retained maxima of
watermarking robustness that may be potentially used in speech signals. Practi-
cally, operational conditions dictate various scenarii containing heavy noise and
variable transmission issues.

Audio quality assessment is regulated by multiple standards. In telecommu-
nication transmission quality tests the ITU-T P800 Recommendation is widely
used. It states that to perform a proper subjective audio quality assessment, the
subjects must be seated in an anechoic or semi-anechoic listening environment
and fully focused on the listening test procedure.

2 Subjective Testing

2.1 Samples preparation

Preselected, available speech samples published by ETSI were chosen, to avoid
any potential divergence from self on-site recording and editing. The targeted
objective being purely the watermarking impact on the audio quality, potential
influencing variables were kept as neutral as possible.

Samples’ length and gender voices are normalized at 4 seconds, with male
and female speakers alternatively recorded, therefore allowing for favorable post-
statistical analysis.

Audiowmark, an open-source software developed by Stefan Westerfeld, was
used for embedding watermarks in these samples.

It is a command-line application, that allows to read a chosen sound file, and
stores a 128-bit message (defined as a key in the documentation) in the output
file.

Audiowmark is using the patchwork algorithm to embed the watermark in
the spectrum of the input file. Technically, the audio signal is split in 1024 sam-
ple frames. After computation of their FFT coefficients, the frames’ amplitude
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spectrum is altered with pseudo-randomly selected values. Those slight variation
of amplitudes serve as a base for the watermark detection post-treatment.

The algorithm used here is inspired by Martin Steinebach, in his thesis ”Dig-
itale Wasserzeichen für Audiodaten”.

As covered in [6], the patchwork method is a dual-channel statistical approach
based on a pseudo-random and mathematical process. Patchwork is so called as it
is applied to a small segment of the host audio signal which is selected randomly
and get added with a specific statistic (for example Gaussian distribution).

The patchwork algorithm is analyzed in details in [2].

2.2 Practical Testing

Several watermarking degrees were inserted into different recording conditions,
mainly:

-Original studio recording with clean voice and silent environment. Water-
marked strength with values of 10, 30 75, 200 and 650.

-Simulated engine noise from HMMWV tactical transport, with a 3 dB Sig-
nal to Noise Ratio. Added watermark with strength of 10 and 30.

-Simulated restaurant / pub noise with a 6 dB Signal to Noise Ratio. Water-
mark strength set also at 10 and 30.

-Acoustic recording with mild effects such as reverb, and mixed variably with
previous noise. Here watermark strength was spread at 30, 100 and 500.

Subjective testing methodology is following ITU-T Recommendation P.800.
12 samples per listening condition were compiled, for a final selection of 16

listening conditions.
A panel of listeners was invited to evaluate the listening quality of those 192

samples, using a dedicated professional voting system.
A total of 8 votes per sample was chosen in order to be representative and

obtain exhaustive statistical data.
The 16 specific conditions are described below:

– C01 - Studio recording, clean reference sample.

– C02 - Studio recording, watermarked strength 10.

– C03 - Acoustic recording of original studio sample.

– C04 - Studio recording, watermarked strength 30.
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– C05 - Pub noise, added in background of studio sample.

– C06 - Pub noise, watermarked strength 10.

– C07 - Studio recording, watermarked strength 75.

– C08 - HMMWV tactical vehicle noise, added in background of original stu-
dio sample, watermarked strength 10.

– C09 - HMMWV tactical vehicle noise, added in background of original stu-
dio sample.

– C10 - Pub noise, watermarked strength 30.

– C11 - Studio recording, watermarked strength 200.

– C12 - HMMWV tactical vehicle noise, added in background of original stu-
dio sample, watermarked strength 30.

– C13 - Pub noise, recorded acoustically, watermarked strength 30.

– C14 - Studio recording, watermarked strength 650.

– C15 - Studio recording, recorded acoustically, watermarked strength 500.

– C16 - Studio recording, recorded acoustically, watermarked strength 100.

Individual listening and voting were recorded and results analyzed in the
next section.

2.3 Testing Results

The distribution of votes is sorted for each condition, and averaged to obtain a
comparison basis to the initial, clean studio recording.

The votes are based on a MOS (Mean Opinion Score) scale, as described by
ITU-T Recommendation P.800. The scores are described in the next table.

Table 1. MOS Score quality equivalence

MOS score Corresponding Quality

5 Excellent

4 Good

3 Fair

2 Poor

1 Bad
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Reference speech samples shall match a score located around 5 or 4.5 for
narrow-band recordings covering the 300Hz - 3.5kHz spectra, while heavily dis-
torted or unintelligible speech quality scores shall be leveled around 1.

The first graph compares studio recordings with increasing watermarking
strengths.

Fig. 1. Results of reference studio condition with increasing watermark strength.

We obtain an even distribution of the scores, with a noticeable degradation of
the speech quality happening only at fairly high level of watermarking (strength
75 and above).

All watermarks could be retrieved even at the lowest strength settings.

In order to determine the statistical differences between our results, we use
Student’s Dependent Groups t-test, single-sided at 95% confidence level. The
calculated values are inserted below, following the Figure 2 analysis.
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Table 2. t-Test - Results of reference studio condition with increasing watermark
strength.

Condition Reference Condition t-value

C02 C01 0.104

C04 C01 1.243

C07 C01 *11.402

C11 C01 *25.928

C14 C01 *44.882

Note: statistically important differences (α=0.05
critical value 1.662) are marked with * character.

We remark noticeable differences starting with a watermark strength of 75
and above, while the T-value is increasing proportionally with the strength pa-
rameter.

For noise influence visualization, we next plot the scores between the clean
studio sample, and the corresponding sample with added noise.

Fig. 2. Results of reference studio condition and noise conditions without watermark.
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Noise introduction significantly lowers the initial quality of speech, which
was expected. The voters still ticked mostly fair scores, with slight variations
depending on the type of disturbance employed.

We introduce the watermarked sample with embedded noise, and notice that
we obtain a quite uniform distribution of the scores. This can be interpreted as
the low perceptibility of the watermark effect on speech compared to the actual
noise of the condition.

Fig. 3. Results of reference studio condition with noise and increasing watermarking
strength.

As we can see, the most severe effect is experienced with acoustic record-
ing. It may be explained by the speech envelope being downgraded, and the
corresponding dynamic lowered, adding to the noise effect.

Again, watermarks could be retrieved despite the noise.

This is in-line with the assumption that the slight speech distortion will re-
main mostly unnoticed in normal or higher noise conditions, making it suitable
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for transmissions of such nature.

The previous hypothesis may be confirmed by plotting the samples containing
the background noise as a reference, and the vote results of the same noisy
samples with increasing watermark strength.

Fig. 4. Results of reference noise condition and increasing watermarking strength.

We see clearly that reasonably watermarked speech in noisy environment
remains in an acceptable ”fair” quality range. Very high watermarked samples
are not of an acceptable quality, however mild-strength values between 30 and
75 lead to a compromise that is promising in specific noise environments.

We repeat the statistical evaluation with Figure 5, in the next table.
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Table 3. t-Test Table - Results of reference noise condition and increasing watermark-
ing strength.

Condition Reference Condition t-value

C06 C05 0.000

C08 C09 0.488

C10 C05 0.738

C12 C09 0.293

C15 C03 *16.117

C16 C03 0.815

Note: statistically important differences (α=0.05
critical value 1.662) are marked with * character.

Studio samples constitute well-suited candidates for watermarked Signal to
Noise Ratio evaluation. The absence of background noise may give an objective,
physical way to measure the impact of watermarking on the original speech.

A future study may determine if a degree of correlation exists between the
subjective speech quality scores and a given range of SNR values. As multiple
parameters come in interaction inside our samples, a precise protocol will need
to be defined for such an investigation.

Conclusion

As reviewed in this paper, and through subjective testing with results that con-
firm a specific potential, watermarked speech samples using patchwork algo-
rithm show that this technique is robust and may be retrieved at low watermark
strength, even in noisy conditions.

Our threshold of perceptibility is located at a watermark strength ranging
from 50 to 75, while values up to 100 seem to be acceptable in terms of speech
quality. At those levels of strength, the watermark may be retrieved in very
challenging conditions, and opens the door to further experiments with high dis-
tortion and low-bitrate compression testing.

A proper scaling of the watermarked distortion shall be determined by further
testing, as SNR values alone may provide guidance, but not a direct representa-
tion of the actual modification of the host signal. Selected research introduced a
notion of ”Signal to Watermark Ratio”, that might be a viable metric for further
scaling.

Finally, the results obtained under heavy noise conditions reveal that percep-
tion of speech remains correct, while introducing modest amount of distortion.
Therefore, further experiments may be relevant in situations where voice and
noise are directly recorded and injected on the transmission medium with the
watermark embedded.
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Abstract: The main theme of this article is results improvement of automatic 
speech recognition systems based on Kaldi toolkit. This improvement is 
achieved by training with automatically rewritten data. The article describes 
method designed for this purpose and its experimental results in training pro-
cess of system Kaldi. Brief introduction to automatic speech recognition sys-
tems is in the first part of article. Also, the basic scheme of Kaldi toolkit is de-
scribed. The main part of this article is experimental evaluation of designed
method for results improvement of ASR systems. Designed method is simple 
and easy applicable on any speech recognition system because its main part 
consists of enhancement of training database of ASR system.

Keywords: automatic speech recognition, automatically rewritten data, Kaldi 
toolkit, training database

1 Introduction

In general, automatic speech recognition systems have the same function as human 
ear and brain. Simplified, automatic speech recognition systems rewrite speech acous-
tic signals to their corresponding text forms. Considering that speech acoustic signals 
are unstable, non-stationary random processes with various instability sources, auto-
matic speech recognition is complicated process [1].

Fig. 1 Basic block scheme of automatic speech recognition system
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Almost all speech automatic systems have similar main structure, containing fea-
ture extraction, acoustic modeling, language modeling and decoding.

1.1 Feature extraction

Main goal of feature extraction is to extract sequence of acoustic observations that 
obtain all information for recognition part. After this phase, signals are represented in 
form of feature vectors (for example MFCC, PLP, …) [2].

1.2 Acoustic modeling

Acoustic modeling phase is focus on determination of degree of similarity between 
acoustic model assigned to text word and input acoustic representation [2].

1.3 Language modeling

Language modeling phase helps with suppressing those sequences of words, that 
have minimal frequency in training dataset [2].

1.4 Decoding

This phase is the most crucial part of automatic speech recognition systems. Main 
goal of this phase is to find best sequence of words that can correspond with acoustic 
signal input represented by extracted features. This phase use acoustic and language 
models for recognition process [2], [3].

2 Modern automatic speech recognition approaches

The most widely used methods for automatic speech recognition are currently sta-
tistical methods. These methods use statistical decision making. This kind of decision 
making is based on statistical acoustic and language models. For application of auto-
matic speech recognition in unlimited domain we need a large amount of acoustic and 
language data for parameter estimation. Thus, one of the key elements of modern 
automatic speech recognition systems is the ability to process large amount of acous-
tic and language data [4], [5].

Words can be modeled as whole word, so we need to find one result model for 
each of words that we are trying to recognize. We can also use smaller units as pho-
nemes for word modeling. In this case we can find result model by concatenation of
phoneme models. Further we can associate word model to language model. This 
model provides additional information about the consecutive word occurrence statis-
tics [4], [5].

We can divide statistical methods into three main groups by the used technology.
HMM (Hidden Markov Model), ANN (Artificial Neural Network) and hybrid 
methods - using both HMM and ANN).
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2.1 DNN based automatic speech recognition

Deep neural networks based approaches are the most modern and discussed auto-
matic speech recognition methods for past few years.

Deep neural networks are a complex architectures with structure based on human 
brain. They are composed of neurons arranged to several layers. First and last layer 
(input and output layer) are visible and other layers are hidden. Network complexity 
grows with increasing number of neuron layers [6], [7], [8], [9].

Fig. 2 Mathematical model of one neuron

The output of the y-th neuron is calculated as the non-linear weighted sum of its 
inputs. The input xi of neuron may be either an user input if neuron belongs to the first 
layer or an output of another neuron [10].

Automatic speech recognition system Kaldi can be classified as a hybrid method,
but there is a significant number of new DNN-based approaches have been published 
in past few years. For example Context-Dependent Deep Neural Networks (CD-
DNN) based approach [11], Time Delay Neural Networks (TDNN) based approach
[12], CNN-TDNN architectures [13], TDNN-LSTM architectures [13] and TDNN-
LSTM-Attention architectures [13].

3 Speech recognition toolkit Kaldi

Fig. 3 Basic block scheme of Kaldi toolkit [14]
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Kaldi toolkit is an open source automatic speech recognition system that is
designed to be modern, flexible, and easily extensible. This toolkit is written in C++. 
The main advantage of automatic speech recognition toolkit Kaldi is its non-limiting 
license that is great for research and publication [14], [15], [16]. This toolkit has been 
used in our work.

4 Training with automatically rewritten data

In our experimental work we try to make training phase of automatic speech 
recognition system Kaldi more effective by adding a high amount of automatically 
rewritten data into this process. High amount of input data is crucial for acoustic and 
language modelling and their effectiveness. The main issue is that manual annotation 
of speech audio data is rather time-consuming process. When we tried to manually
annotate some acoustic speech data, only one and half hour of speech audio data has 
been transcribed in one day (8-hour shift). For better performance of system, we 
would need to train on hundreds of hours, what requires a lot of time and people for 
annotation.

In our work we trying to enhance database used for training of automatic speech 
recognition toolkit Kaldi with data recognized and rewritten by some automatic 
speech recognition system. This data can increase system’s results and automatic 
speech recognition’s accuracy and this method is rather easy to apply.

Figure 4 Block diagram of proposed automatic speech recognition system enhancement

We chose to enhance training database used and developed by our department 
(LRMT KEMT TUKE). Training with this database has a really good results, final 
WER (word error rate) parameter is less than 16%. We have merged our database 
with database made from meeting audio recordings that was automatically recognized 
and rewritten by SARRA (system for automatic speech annotation developed by our 
department). WER of system SARRA recognition is 15%. Our automatically 
transcribed database consists from 247 hours 31 minutes and 57 seconds of audio 
signals [17].

In our experiment we were adding parts of this database into the training LRMT 
KEMT TUKE database.
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Table 1 Results for a test database extended by data from automatic transcript

Volume of data 
added to training

WER (%) Number of errors/number of 
test database words

1. 100% 15.08 5374/35626
2. 75% 14.95 5326/35626
3. 50% 15.07 5369/35626
4. 40% 15.03 5355/35626
5. 30% 15.01 5349/35626
6. 25% 14.95 5325/35626
7. 20% 14.93 5319/35626
8. 10% 14.99 5339/35626
9. 0% 15.79 5626/35626

In our first experiment we added 100%, 75%, 50%, 25% of automatically 
transcribed data to LRMT KEMT TUKE training database. This part of our
experiment shows that this type of procedure can reduce system WER by 0.84%. This 
part of experiment also shows that with higher amount of added data, computational 
time increases and from certain limit improvement of result is minimal. In second part 
of experiment we only worked with smaller amount of data. In this part we reduced
system WER to 14.93%. That is reduction by 0.86%. An objection may be raised, that 
this improvement of system’s efficiency is rather small, but on the other hand
application of this method is simple and easy. Further, when we use fine-tuned system 
with good results its improvement can be enhanced only little in comparison with
systems which are in process of tuning.

5 Conclusion

Presented article introduced simple and easy applicable method for improvement of
results of automatic speech recognition systems and experimental evaluation of 
presented method. The principle of automatic speech recognition was briefly 
described too, with automatic speech recognition toolkit Kaldi as an example. The 
core of this article described experimental results that demonstrate possibility of 
reducing automatic speech recognition system WER by adding high amount of
automatically transcribed data.
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Abstract. Voice command recognition is one of the key control domains of 
next generation households. The smart speech assistants have already been in-
troduced into our lives and while they are able to deal with most of our re-
quests, they usually require speaker to communicate precise commands. This 
limitation forces users to focus on exact naming, making the use of the voice 
control system impractical and troublesome. We focus on two aspects of com-
mand processing: object- and action-based command grouping and context-
aware decision making. Our simplified approach shows promising results. 

Keywords: Smart household, Voice control, Ambiguous commands. 

1 Motivation 

The focus of this paper is addressing the ambiguity, or vagueness, that comes with 
the freedom of expression in spoken language. This freedom comes in use of syno-
nyms, which tend to cause uncertainty by naming one object with different names, 
although with slightly different meaning. The problem is amplified by focusing on 
Slovak language where much less research exists in this field compared to the so-
called world languages. 

We created web application with simple design, which is connected to Microsoft’s 
Azure Cognitive Services [2]. These services provide listening server, which listens to 
device’s microphone and passes the data to Azure’s center where, using machine 
learning, speech is converted into text, namely words compiled as a string. 

2 Command Comprehension 

As we want to eliminate ambiguity in voice command comprehension, we looked 
at how already created voice command software and its algorithms work. In [1] we 
have found out that they tested AM greedy decoding. AM greedy decoding have only 
48.6% success rate on Libri-speech test-clean dataset. It means that their dataset is 
generally smaller than most of today’s used datasets. 
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Table 1. Preview of AM greedy speech-to-text decoding, as presented in [1]. 

AM greedy decoding Ground truth 
the recter pawsd and den 
shaking his classto hands before 
him went on 

the rector paused and then 
shaking his clasped hands before 
him went on 

tax for wone o thease and itees 
he other 

facts form one of these and ideas 
the other 

By getting these results, we would not be happy why our commands do not work. 
They have tried to improve the AM greedy decoding by adding variations that capture 
common and consistent errors from the acoustic model to original command set. They 
set grammar as a set of valid voice commands (e.g. play music, stop music, etc.) and 
they add variations to the original grammar as a grammar augmentation (Table 2). 

Table 2. Grammar augmentation, as proposed in [1]. 

Command (C) Original grammar Candidate set for grammar augmentation (G) 
play music play music pla music, ply music, play mesic, … 

stop music stop music stap music, stup music, stup mesic, … 

pause music pause music pose music, pase mesic, pause mesic, … 

previous song previous song previs song, previous son, … 

next song next song nex song, lext song, nex song, … 

As bulletproof, as this approach may seem, it does not cover the ambiguity prob-
lem all on its own.  

We found that, particularly in Slovak language, there is strong use of synonymic 
words to describe the same object or the same action. For example, the verbs used in 
connection to opening curtains (in imperative) include “odtiahni”, “roztiahni” or “ot-
vor”. Another example can be words describing lighting and illumination in the room, 
such as “svetlo”, “svetlá”, “lampa”, “luster”, “osvetlenie”, etc.  

3 Context Awareness 

Next step to take control over a smart home with our application is to understand 
context. By context awareness we mean making our application “smarter” with our 
application knowing the state of every individual device. With the state of the device, 
we can get data needed for us to determine how should a command cooperate and 
what the command should do. In [3], we have found out their approach to context 
awareness in the smart home with multiple devices and multiple rooms which are 
controlled via “artificial intelligence” is that in their work they have used Fuzzy Logic 
based Context Aware Algorithm, based on smart home layout: 
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Fig. 1. Layout of a household, as shown in [3]. 

This algorithm includes various scenarios for various approaches to devices. For 
example scenario, where sensor detects the presence of person and accordingly turn 
ON and OFF device, or scenario, where based on soil moisture and environment sen-
sor they turn ON and OFF a sprinkler.

Fig. 2. Logical data flow in household control, as shown in [3]. 

Their results are accuracies of the context awareness of every scenario after run-
ning the algorithm for each scenario 1 000 times. Overall accuracy for all scenarios is
95.14 %.
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4 Our Approach 

In this article we want to focus on Slovak voice command recognition, its com-
mand grouping and context awareness and our approach to cover these features. As 
we mentioned earlier, we use Microsoft Azure’s Cognitive Services for voice recogni-
tion. All recognized voice is decoded into data as a string. This string is passed to a 
variable which is used in algorithm. Algorithm consists of a “sentence creator” and 
phrase catcher.  

4.1 Commands composed of Actions and Objects 

In order to better respond to various ways in which a command can be said, not 
taking into account the grammar/utterance imperfections, we introduce the concept of 
action types and object types.  

Each action and object type has a defined command which must be performed. The 
algorithm identifies the spoken words and classifies them in respective action or ob-
ject types. Given combination of action and object then triggers assigned command. 

Each identified word may belong to several action or object types. If such a word is 
detected, probability assessment is performed on all action and object combinations 
which may rise from the given set of uttered words. On this level, usually one action 
or object can determine the correct command. 

By sentence creator the algorithm decomposes the whole said sentence and put a 
verb in front of a noun. These algorithm helps phrase catcher catch the selected words 
combination and find selected phrase in a JSON object, which is used as a command 
to fire a backend API and execute the command. Phrase catcher uses identification of 
a verb in the JSON object and after the verb is identified, the algorithm knows that 
next words are identified as an object (noun). Afterwards this object is being identi-
fied with nouns used in JSON. If the identification is correct, the application will send 
the data (correct catched phrase) to the backend, otherwise the data with an error mes-
sage are send. The algorithm identifies the object until there is appearance of end. The 
end in our code is meant as a dot, comma and words identified as for continuation of 
another catch phrase such as “or”, “and”. 
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Fig. 3. Creating the command for the smart room system

Fig. 4. Preview of some of action and object types (denominated as “verbs” and “nouns”)

With synonyms and variations of the same word we get various approaches to final 
commands. The results are really promising as with growing vocabulary (JSON ob-
ject) or recreating this vocabulary into database queries, we can achieve high accuracy 
of identifying voice commands and eliminating ambiguity in voice command com-
prehension. A lack of high accuracy can appear in a lack of dataset used in voice 
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recognition itself as we use accurate words vocabulary only with variations and syno-
nyms. 
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Abstract. With only two mainstream mobile operating systems currently avail-
able, development of applications for iOS and Android has become simple with 
the help of cross-platform frameworks. On the other hand, progressive web ap-
plications allow for using platform-independent development with using stand-
ardized web technologies and can run in common web browsers. In this paper, 
we try to compare the competing technologies in a scenario where we design a 
smart home application and find the advantages and disadvantages of each ap-
proach. 

Keywords: Smart household, Progressive web app, Native app development. 

1 Introduction 

Our task was to develop a way of controlling a smart room. There have been many 
ideas to what the best approach would be, but only two sticked to us the most. One is 
Progressive web app, and second is classic mobile application. While I was keen on 
working with native application, my colleague preferred the progressive web applica-
tion. None of us could prove his approach to be better, so we decided to do some re-
search and testing. Main goal of this article is to introduce both approaches to the 
reader, along with its advantages, disadvantages, to show our tests and conclude 
which development is better for smart room control, PWA or Native. 

1.1 Previous Research 

In article [1] we have found a strengths and weaknesses of individual approach, 
along with its features and internal workings. Author of this article recommends the 
use of PWA over hybrid or Native approach.  

Another very interesting bachelor thesis we stumbled across was [2]. It is a thesis 
that compares Native and PWA applications from users perspective. They took 10 
participants, 9 of them were students of Swedish Jönköping Engineering University, 
and last was IT specialist. They were all handed a copy of Twitter, one being Native 
application, and other Progressive web app. Participants were all given 12 questions 
and two tasks to perform. Tasks were to mute a offensive keyword, and second was to 
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create a tweet with image in it. Surprisingly most of participants rated both platforms 
equally consistent despite noticing differences in UI. This shows that when it comes 
to user experience, both are equivalent rivals. 

Another article that inspired us is a bachelor thesis [3] in which a response time is 
measured. They measured a response to Hardware access, Camera, Geolocation and 
Applications. While for some features Native app had shorter response time, for oth-
ers it was PWA that won.  

Some articles were in favour of Native apps, some were in favour of Progressive 
Web application. Since we were still divided, and there is no better way than hands-
on experience we decided to each make application in our favoured approach and test 
it ourselves. 

2 Native/Cross-platform app development 

Native mobile applications are a binary executable file made for specific operating 
system and its devices. There are more ways to get a native application. One of them 
is to build fully native application only for one final platform. Another approach can 
be building a cross-platform application with help of a frameworks like Flutter, React 
Native or Xamarin. Cross-platform apps become native apps on some level since their 
components are being rendered to specific platforms.  

Native applications are being installed directly to operating system of a device and 
users can launch them without any container or third-party software. Purely native 
apps have free access to all API’s and basic functionalities such as GPS, contact list 
or camera. While native development requires more knowledge compared to other 
app development approaches, this strategy also brings the highest quality of user ex-
perience when working with it. Native applications are mostly written for two biggest 
platforms, Android and iOS. Applications for Android are usually written in Java, 
Kotlin or Objective-C, where’s applications for iOS are mainly written in Swift or 
Objective-C. 

Advantages: Biggest advantage of native apps is that they are supported by all
native UI and API and are receiving frequent library updates. This greatly enhanc-
es their performance since no bug remains for long time. Native apps have ability
to leverage hardware and software functions for specific device. Therefore, they
are taking advantage of latest technologies available and can communicate with al-
ready pre-built-in apps.
Disadvantages: As mentioned above, the technology is very fragmented and it
grows rapidly and native apps are taking advantages of it. While it is a positive
fact, it allso is a double edged sword because these apps require constant main-
tanence. Another problem is that as stated before, native apps are platform specific,
so for more platforms we require more source codes, making this approach very
time and cost innefective. Platform-specific SDK’s are allso needed, since each
platforms has it’s own unique set of tools.
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Fig. 1. To illustrate logical flow of development of a Native application

3 Progressive Web Application

Progressive web application (PWA) is a combination of the best from web techno-
logies and mobiles applications. Like any others web sites, it consists of bunch of 
HTML, CSS and javascript files which are necessary to run application but in addi-
tional there are service worker file and manifest file. Service worker (SW) is a script 
which is write in javascript and runs in separately thread on the background. SW han-
dles network request from our pages, processing the push notifications or do heavy 
calculations and main advantage is that it stores app data in caches so you can run 
application even when network is down. JSON file manifest is there for store metada-
ta about app, icons, and it allows users to add your application to their home desktop 
like native application.  

Application can run on server or you can access it locally in your PAN network. 
To gain full PWA certificate our application must run over HTTPS to ensure best 
security. To perform best user experience, apps are greatly well optimized for differ-
ent screen size and the way you are interacting with it. 

Advantages: The Main advantage over the native application is that we don´t need
to develop app for a specific platform and the visual structure of the app looks like
native application. In addition, you can find PWA by web search engine, so it has
wider reach for people. You can run application on any device which support com-
patible web browser and it is much easier to edit source code because you don’t
need to send request to application store and wait for their response.
Disadvantages: It is relatively new technology so the older device could have
limited functionality. Another disadvantage is that iOS block access to many im-
portant features such as Face/Touch ID, Bluetooth and to some sensors. We may
lack performance in more complex applications and PWA can be more energy in-
tensive than native application.
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Fig. 2. To illustrate the logical flow of development of a PWA

4 Benchmarking

In order to get valid benchmarking results, we both created same application using 
two different approaches. Then we both installed our applications on computer con-
nected in the networks with Home Assistant which controls all connected devices. 
With this step we ensured that both hardware and network would be exactly same for 
both applications and we started testing. Since both applications are to control one 
smart-room they consist mainly of buttons and sliders. We tested overall time it takes 
to load, how long it takes to render our most complex screen, how long it takes to 
render our navigation and lastly how long does it take to send a HTTP POST request 
over the network. For native app, 2 libraries were used. For measuring the time it 
takes to load the application a react-native-startup-time library was used which when 
added into the code it simply outputs the overall loading time to console. For the rest 
of measurements on mobile app a library called Reactotron was used. Reactotron has 
two parts. One is a program that displays our benchmarks and second is a library 
which is added to source code and we manually insert benchmarking starts, steps and 
stops.

For benchmarking Progressive web application Google have powerful analysis 
tool called Lighthouse which is implemented in Google Chrome. The main page fully 
loads after 1.51 seconds but in background service worker initiate several network 
request to download files which are stored in cache in case we go offline. So the page
was fully loaded after 1.87s. 

Although Google Lighthouse does not offer RAM measuring, we found this in-
formation in Task manager. Value of used RAM memory was oscillating around 
235MB. Using http post request tooks only 0,847ms. PWA directory which include 
all files needed to run an application have only 84kB.
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Table 1. Benchmarking results of native and progressive web application 

Benchmarking Native application Progressive web ap-
plication 

Time since start up 6,79s 1,87s 
Time to send POST 

request 
3,53s 1,34s 

RAM used 175MB 235MB 
Size of directory 31.7kB 34,7kB 

Size of installed app 39,32MB 2,76kB 

5 Conclusion 

After running the benchmarks none developing approach seems to shine over an-
other. PWA is slightly lighter than regular mobile app but mobile app is more flexi-
ble. When it comes to choosing we have agreed that the most defining factor should 
be number of people using the application. For big companies or generally bigger 
group of people we suggest Progressive web app since it does not require download-
ing and is always ready to work for anyone with url to website and authentication, of 
course that is if there is some authentication set up on website. For personal projects 
or small defined groups of people whose numbers won’t change rapidly we strongly 
recommend classical mobile application. It is slightly more powerful, a little more 
flexible but it requires a download. It also has lower risk of being compromised be-
cause mobile apps just send and pull date through internet and handle all data locally, 
while PWA is in its entirety set up online. 
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Abstract. Evolution strategies are very widely applicable method of optimiza-
tion. This paper describes a system for finding a minimum of a multidimensional 
discontinuous function and monitoring this fitness function across generations. 
The system utilizes both μ λ μ  λ
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1 Introduction

This article will discuss possible implementation of a system, that finds the minimum 
of a multidimensional continuous function using evolutionary strategies such as ES (μ 
+ λ) and ES (μ, λ). Our approach is based on a derandomized ES with covariance matrix
adaptation (CMA-ES).

1.1 Evolution Strategy

Evolution strategies (ES) are a sub-class of nature-inspired direct search methods be-
longing to the class of Evolutionary Algorithms which use mutation, recombination and 
selection applied to a population of individuals containing candidate solutions in order 
to evolve iteratively better and better solutions. So evolution algorithm is basically 
based on the principle of biological evolution, that is why we use recombination, which 
represents the selection of a new mean value for distribution. In principle, it is a sto-
chastic search algorithm that minimizes a nonlinear objective (fitness) function. The 
search steps are done by stochastic variation, the so-called mutation of points found so 
far. The best of these points (offspring and parents, based on used strategy) is chosen 
to be continued for the next generation. Choice is being made based on a fitness (ob-
jective) function. Mutation is usually carried out by adding a realization of a normally 
distributed random vector. It is easy to imagine, that the parameters of the normal dis-
tribution play an essential role for the performance of the search. Thus, new populations 
are constantly being created. Each population has so-called parents, from whom off-
spring are created, from which the best are selectively selected in order to improve the 
next population. 
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1.2 Covariance Matrix Adaptation

Or CMA-ES (Covariance Matrix Adaptation Evolution Strategy) is a particular kind of 
evolution strategy for numerical optimization. Using CMA-ES the shape of mutation 
distribution is generated according to a covariance matrix C, which is adapted during 
evolution. Thus, the mutations can adapt to the local shape of fitness landscape and 
convergence to the optimum can be increased considerably. It uses special statistics 
cumulated over the generations to control strategy-specific parameters (the covariance 
matrix C and the step size σ). Covariance matrix is a square, symmetric matrix giving 
covariance (measure of the joint variability of two random variables) between each pair 
of elements of a given random vector, thus it’s main diagonal contains variances. In 
this example, the size of covariance matrix is dependent on number of dimensions used.
The primary feature of the CMA-ES is its realiability in adapting an arbitrarily oriented 
scaling of the search space in small populations. 

2 Algorithm

2.1 Initialization

Before implementing CMA-ES we have to take into account that we have two options 
for implementing this strategy ES (μ/μI, λ), where parent population is created only from 
offspring population and ES (μ/μI + λ), where the new parent population includes also 
best parents from previous generation. We distinguish between these strategies with 
operand variable that we define in the beginning of the algorithm. We also define fol-
lowing initializing variables: number of offspring λ, number of parents μ, standard de-
viation (step size) σ, minimal standard deviation that needs to be reached in order to 
stop our algorithm σmin, vector of size 1 x d, where d is number of dimensions y, covar-
iance identity matrix of size C = I, number of maximum generations gmax and our fitness 
function, that we want to optimize f(x).

At first we want to initiate first parent population creating each individual parent P
as a structure that contains: randomly selected multidimensional input parameters for 
our fitness function y, normally distributed random vector N, weight of each individual 
that connects the recombinants of two consecutive generations and represents the ten-
dency of evolution in the search space w and result of our fitness function evaluated 
with input of y F(y)

The main loop consists of three main parts: 

1. sampling of new solutions
2. re-ordering of the sampled solutions based on their fitness
3. update of the internal state variables based on the re-ordered samples

For this main loop we defined 2 conditions, at least one of them need to be met to
stop the loop:

Number of generations reaches its maximum value predefined in initial parameters
σ for the current generation of parents is equal or lower than our σmin
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2.2 Creating offspring population

Our goal is to generate λ 

(1)

Where N(0,1) is new normally distributed random vector, C is adapted covariance 
matrix for current generation, is step size for current generation and w is offspring 
weight based on previously mentioned variables.

y = y + w (2)

Where w is weight of current offspring generated in previous step and y is input 
column vector.

F = f(y) (3)

Where F is function output value of our selected fitness function that accepts y as an 
input vector. 

2.3 Sorting offspring population – creating parent population

After calculating these values for each individual offspring we created offspring gener-
ation, which needs to be sorted in order to get the set of best offspring – new parent 
generation. Sorting is either performed on only offspring generation, or on generation 
composed of offspring and parents from previous generation depending on chosen op-
erand. Regardless of the number of input individuals, we want to create generation of 
μ best parents. In order to observe behavior of our evolution strategy we are also search-
ing for best individual (the one that fits our acceptance criteria the most) and mean 
calculated from best set of sorted offspring.

2.4 Updating internal state variables

In the last step we need to update our state variables based on our parent generation. 
We are calculating mean of our parent weights and mean of the normally distributed 
random vector N for our chosen parents. These values are used for updating our input 
vector y, adapting covariance matrix C for next generation and calculating standard 
deviation σ for our current generation. The standard deviation σ accounts for the level 
of exploration: the larger σ the bigger search space we can sample our offspring popu-
lation. It controls the overall scale of the distribution, often known as step size. Very
last step is to check our terminating conditions: whether our current generation is lower 
than our maximum number of generations gmax or if our new calculated σ is still higher 
than our minimal standard deviation σmin. If both conditions are met we continue with 
our algorithm until we find optimized result (function minimum in our case)
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3 Results

3.1 Test functions

We decided to use 2 different functions as our fitness function, first of which was a 
simple ellipsoid function given by: 

(4)

To test how the system behaves with more complicated functions, we decided to use 
“Ackley” function, commonly used for testing algorithms looking for optimum of a 
function. “Ackley function is given by: 

(5)

Both of these functions have their optimum equal to 0 in f(0,0,…)

3.2 Methodology

For easier display of features of parents in every generation, we did all the testing 
with d = 2, this way we could observe how the system behaves. For number of parents 
μ and number of offspring λ in each generation, we chose: μ = 100 and λ = 500.

Based on changes on the changes to the algorithm described in (Hansen, Müller and 
Koumoutsakos 2003), which aimed at optimizing it for lower dimension sizes and 
higher population sizes, we used following strategy parameters: 

(6)

We also set a maximal number of generations to 30 for better comparison.

3.3 Best fitness

In the first test we observed minimal functional value in each generation for both ca-
nonical versions of our ES. Example shown is using Ackley function.  

REDŽÚR 2021 | 15th International Workshop on Multimedia Information and Communication Technologies

162



Fig. 1 comparison of best individual fitness across generations

Note that we opted to put these graphs side by side, as the scale would make 
-CMA-ES hardly readable.

We can see in this comparison, that for -CMA-ES, the graph is monot-
onously decreasing, meaning that even if we stop the algorithm before it has reached 
the minimum, we will see some sort of improvement. However this value can be a lo-
cal minimum. This is caused by the fact that the best scoring individual is always re-
tained if there wasn’t any better individual in between the offspring. We can also see 
that in -CMA-ES, the value raises massively, this is caused by the initial di-
vergence, which we will observe better in later tests. 

3.4 Mean fitness 

Second test was very similar to the first one, only we didn’t observe the best indi-
vidual, we focused on the mean functional value across all newly chosen parent popu-
lation. 

Fig. 2 comparison of mean fitness in parent population across generations
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Much like in the previous test, we can see that because we retain the part of the 
population which isn’t being improved upon, the fitness of -CMA-ES pop-
ulation is only improving. Depending on what margin we use, it might appear that 

-CMA-ES reaches optimum faster then -CMA-ES.

3.5 Pupulation location

Lastly we looked at “location” of parent population across generations, or rather their 
features inputting into the fitness function. 

Fig. 3 parent features across generations in -CMA-ES

Fig. 4 parent features across generations in -CMA-ES
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Couple of notes here, in the first figure, 5th, 8th and 11th generations are massively 
zoomed out, to see the spread of parents. Also note, that the first generation is not dis-
played here, since all the parents from the first generation had their features set to 1.

When looking at progression of -CMA-ES, we can clearly see that the par-
ents features massively diverge from the optimum in the first generations. In 

-CMA-ES we can clearly see the parents kept from previous generation. We can also 
observe positions of local minimums in 11th generation of -CMA-ES, where
the smaller clusters are located. these aren’t a problem, since the new generation isn’t 
calculated from the parents located at these points, rather from a recombinant of all the 
parents. 

3.6 Conclusion

From the results, we can clearly see that -CMA-ES version of the algorithm
reaches the optimum faster with the parameters set right. In our testing however, we 
noticed, that if the parameters aren’t set correctly, -CMA-ES can get stuck
before the optimum with σ already reaching zero. This could probably be averted by 
changing the way σ is updated specifically when “+” is used. Another downside of this 
version is, that it takes longer to compute, since the choosing of the new parent popu-
lation is made from μ+λ individuals rather then just λ.

Over all, the number of generations when both canonical versions reached the min-
imum were comparable. when looking at low amount of generations, -
CMA-ES outperforms the other version by far, since it doesn’t diverge  before it con-
verges to the minimum. 
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Abstract. Nowadays, the need for Information and Communication technology 
is more important than ever before. A lot of fields were interrupted due to pan-
demic - such as education, work, culture and many others. The only way, how 
we can communicate, work from home, is just because of these technologies. One 
of the fields, that has been affected, is Sport. In this article, we will describe the 
process of creating and designing AR application with workout topic. 
Augmented reality is the type of reality that superimposes digital data and images 
on the physical world. The application is designed so, that anyone can practice 
their training from the comfort of home. While we are practicing the workout, we 
can walk around the avatar to see how to do the exercise properly. 
To achieve the goal, we worked in Unity platform, Microsoft Visual Studio Com-
munity, which is necessary for the creation of scripts controlling the management 
of individual components of the application and modules - Android Build Sup-
port and Vuforia Augmented Reality Support. This configuration is used for our 
entire project. The most important part of this work is the use of AR smart 
glasses, that add the extra information - such as 3D images, video into the user’s 
real life. 

Keywords: Augmented Reality, Unity, Vuforia. 

1 Problem analysis 

Although we may not even realize it many times, Augmented reality, like Virtual real-
ity, is used on a daily basis today. These are concepts that belong to the achievement of 
modern times and communication technologies that affect our lives, whether we like it 
or not. 
In this article, we deal with the approach to the topic, ie what augmented reality means, 
where it is used. Our topic deals with the augmented reality in education, but of course 
this kind of reality is also used in many other areas. I also described the difference 
between augmented reality and other kinds of reality, ie virtual and mixed. I also men-
tioned the types of augmented reality we know. 
The next part describes the actual implementation of application, which relates to phys-
ical activity-exercise, which is at this time modern technology, respectively long sitting 
at the computer, production and advantage. This section also describes the hardware 
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used to create applications, describes the instructions, design and functionality of ap-
plication.

1.1 Difference between VR and AR

As regards AR, compact definitions have been proposed by many scientists. For exam-
ple, in 1997, Ronald T. Azuma defined AR as a collection of applications that verify 
the following three properties:
1) a combination of the real and the virtual;
2) real-time interaction;
3) integration of the real and the virtual(e.g. recalibration, obstruction, brightness).[1]

Even though they share algorithms and technologies, VR and AR can be clearly distin-
guished from each other. The main difference is that in VR the tasks executed remain 
virtual, whereas in AR they are real. For example, the virtual aircraft that you piloted 
never really took off and thus never produced CO2 in the real world, but the electrician 
using AR may cut through a gypsum board partition to install a real switch that can turn 
on or off a real light.

1.2 AR applications development

Why develop AR applications? There are several important reasons: 
Driving assistance: originally intended to help fighter jet pilots by displaying crucial 
information on the cockpit screen so that they would not need to look away from the 
sky to look at dials or displays (which can/could have been be crucial in combat), AR 
gradually opened up the option of assisted driving to other vehicles (civil aircraft, cars, 
bikes) including navigation information such as GPS.
Tourism: by enhancing the capabilities of the audio-guides available to visitors of mon-
uments and museums3, certain sites offer applications that combine images and sound. 
Professional gesture assistance: in order to guide certain professional users in their 
activities, AR can allow additional information to be overlaid onto their vision of the 
real environment. This information may not be visible in the real environment, as it is 
often “buried”. Thus, a surgeon may operate with greater certainty, by visualizing the 
blood vessels or anatomical structures that are invisible to them, or a worker participat-
ing in constructing an aeroplane may visually superimpose a drilling diagram directly 
onto the fuselage, without having to take measurements themselves, which leads them 
to gain speed, precision and reliability.
Games: while it was popularized by Pokémon Go in 2016, AR made inroads into this 
field a long time ago, through the use of augmented versions of games such as Morpion, 
PacMan or Quake. It is clear that this sector will see a lot more development based on 
this technology, which will make it possible to combine the real environment and fic-
tional adventures. [2]
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1.3 Augmented Reality SDK

There are several libraries that are needed to create an Augmented reality application.

Table 1 : Augmented Reality SDK comparsion

2 Solution implementation

2.1 New Project

After installing Unity and Microsoft Visual Studio, we can create a new project. In 
Unity Hub, choose the version of the Unity Hub Editor 2018.4.28f1 and the type of 3D 
project. A sample scene is automatically created with the Main Camera and Directional 
Light elements added. However, for our AR application to work properly, we will need 
to replace the Main Camera element with an AR camera. To add this, select GameOb-
ject -> Vuforia Engine -> AR Camera in the main top menu. Unity will automatically 
notify us that the import of some assets is required. We will approve the import and 
Vuforia Engine will ensure the import of the necessary components, including the AR 
Camera.
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Fig. 1 : Components import

2.2 Animations creation

The creation of all animations took place in the Blender program, where we imported 
our Avatar from mixamo.com together with the animations, which we further modified. 
When downloading the avatar, we chose Format FBX For Unity (.fbx) and Original 
Pose (.Fbx). In Blender, we imported the avatar in the menu File> Import> FBX (.fbx)> 
Import FBX. We could work with animations on the embedded avatar. We monitored 
the individual movements in the Timeline section, where we could also choose to dis-
play keyframes or seconds. Here we set all the animations to the avatar, which we then 
disassembled in Unity as needed. When exporting, we first selected our object and in 
the File> Export> .FBX menu we selected the Selected objects option in the Limit to 
section and deselected the Add Leaf Bones option in the Armature FBX section. We 
set the location and name and confirmed by clicking the Export button.

2.3 Animator Controller

For each scene in which the training is realized, we have created our own program 
Animator Controller for the avatar, ie for abdominal training for beginners, abdominal 
training for advanced etc. We've added all the states it can contain to the Animator, so 
start, workout, pause, and end. It was not necessary to set any transition conditions 
between states for all products except your own choice of exercises.
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Fig. 2 : Animator for 5 exercises

When creating Own training category, we also set the conditions for individual states, 
ie for example, if it goes from exercise 1, then it must go immediately to pause 1 and 
from pause 1 it can go to exercise 2 to 17. So, for example, if we marked exercise 3 at 
the beginning, so it is necessary to set the conditions that if it goes from start to exercise 
1, it automatically continues to pause 1, as we have assigned each exercise a move to 
pause, from there to exercise 3, but to know that it should go from pause 1 to exercise 
3 and not to exercise for example, 10,12,14 so we put exercise3Checked and so he 
already knows that if we marked exercise 3 at the beginning, then he should go there. 
This way we had to set the conditions for all 17 exercises, so the Animator Controller 
looks more complicated than the Controllers for other categories, where there are only 
5 exercises.
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Fig. 3 : Animator for 17 exercises

2.4 Versions of application

Since the application is created on the Android platform, so we wanted to achieve its 
functionality in both mobile devices and AR glasses, so we used 2 solutions - different 
for each device. The mobile application works on the principle of finding the plane on 
which the user places the avatar. The Plane finder element works on the principle of 
displaying the viewfinder to the place it deems appropriate, and if it suits the user, it 
will place it there by clicking on this viewfinder. However, this solution did not work 
for us in AR glasses, which was caused by the fact that Ground Plane Stage is not 
supported in all devices and another problem would be that AR glasses do not have a 
mouse offer, and therefore it would not be possible to place it as in a mobile device. 
Therefore, we were looking for another available solution - and that is to display the 
avatar on the stage, not based on finding a plane, but based on an object that indicates 
the avatar display - in our case using the Image target element, which is described in 
the next section. Of course, the version for AR glasses is also usable for mobile devices. 
Another difference between the mobile version and the AR glasses version is that in 
AR glasses, the Exercise Descriptions scenes are solved by audio recordings, which 
means that they do not have to read text on the small glasses display that they can hear 
thanks to the built-in speaker. The recording starts automatically after clicking the Ex-
ercise Descriptions button. Adding a recording was to insert a clip into GameObject> 
Audio> AudioSource. This way we added audio files to each scene that required it.
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On the first picture, we can see what the version of the application for Android mobile 
devices looks like, where an avatar is placed on the desktop using the Ground plane 
stage. On the second picture, we see the version of the application for AR glasses Vuzix 
M300XL, where we place the avatar using the Image target - QR code.

2.5 Image Target

We also had to add an Image Target to the scene because AR glasses do not have a 
mouse, so placing an avatar is not possible as in a mobile phone, where the user simply 
finds the area on which the avatar wants to see and clicks to place it. Therefore, we 
solved this issue through the Image target, which is actually the addition of an object to 
which the avatar will be linked. This means that if we run the application in AR glasses 
and look through the camera at a pre-placed object, the camera will recognize it and 
display the avatar at that point, which will start training. The avatar is tied to this item 
and the user can view it from any angle. We have decided that our Image target will be 
a QR code, generated based on the text. We created the given QR code online on the 
QR code generator, where it was enough to enter the text and choose the frame, color, 
shape of the QR code. We then downloaded it and added it to the project. In the appli-
cation in AR glasses, it works by the user printing out this QR code and placing it 
according to where it suits him best, so that the avatar is displayed.
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2.6 Ground Plane Stage

Ground Plane is supported for Android, iOS and UWP. It is only compatible with de-
vices supported by platforms (ARKit / ARCore) or devices that have been specially 
calibrated by the Vuforia Engine. The latest device coverage is available online.
We have placed this element in the Unity project in the menu GameObject> Vuforia 
Engine> Ground Plane> Ground Plane Stage. This serves as a parent element to which 
we have assigned a "child" to our 3D object. Ground Plane Stage has a visual label in 
the Unity editor, where it is a grid of 100 x 100 cm, which is used to see the real place-
ment of a 3D object on the plane itself. Then we place the Plane Finder via GameOb-
ject> Vuforia Engine> Ground Plane> Plane Finder. Here we can set the Anchor Input 
Listener Behavior - listens to user input (for example, by clicking on the device screen), 
Plane Finder Behavior - tries to find a suitable plane where he would be able to place a 
3D object in the real world. To make the required features work properly, we've moved 
the Ground Plane Stage to the Anchor Stage field in the Content Positioning Behavior 
section.

Fig. 4 : QR code
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Fig. 5: Plane Finder

2.7 AR Smart glasses Vuzix M300XL

In order for the application created for Android to work properly not only on a mobile 
device, but especially on AR glasses, it was necessary to get acquainted with this device 
and functionality.
First, we had to charge the AR glasses, connect the main part to the computer with a 
USB cable, and in order to display it correctly on the computer, not just as an Android 
device, we had to mark USB mode in the Storage and USB section and select from four 
options File transfer. We needed this option to be able to move our application to the 
glasses. Since AR glasses support Android 6.0, we had to select this version in the Unity 
project itself in File> Build Settings> Player Settings> Player> Other settings under 
Identification to set the Minimum API level to Android 6.0 "Marshmallow" API level 
23.
First we created a new project in Unity and for the correct functioning and display of 
the application in AR glasses we added the latest package Vuforia Engine AR to the 
Unity project. We downloaded the Vuforia Engine package in .zip format and added it 
manually via Package Manager. To add a package, we use the Add Package from Disk 
option in Unity, where we selected the downloaded package and opened the .json file. 
In this way we imported the Vuforia Engine with us, which we could then see added to 
the list of packages.
In the Build settings itself, in the File section, we chose the Android platform. The next 
step in creating the AR application was to replace the main camera with an AR camera. 
In the GameObject section, we chose Vuforia> AR Camera, which created the AR cam-
era object in the scene.
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Fig. 6 : Vuzix M300XL

2.8 Building application

Before building the application itself, several requirements need to be met. In the Edit 
menu> Project Settings> Player> Other Settings, it was necessary to mark the x86 ar-
chitecture, necessary for compatibility with Vuzix M300 XL glasses in the Configura-
tion> Target Architectures section. In Edit menu> Project Settings> Quality, we have 
set the default quality level for Android to Very Low.
We connected the glasses to the computer and moved the application to the AR Glasses 
Store. Launching the application from AR glasses starts in the menu Settings> Others 
and here we can find the application under a saved name. We made sure we set up the 
installation from unknown sources. We confirmed this in Settings> Security> Unknown 
sources.

3 Evaluation of results

Part of the assignment was to study the issue of Augmented reality and its use. In the 
first part, we described what the term Augmented Reality actually means, as not every-
one knows it. Furthermore, the article describes where augmented reality is used, even 
though we may not be aware of it. First part of the article lists and approaches the SDK 
libraries that are needed to create augmented reality.
The second part deals with creating an AR application for Android. To create such an 
application, several tools were needed, which are described in the section Implementa-
tion of the solution. It describes the whole process of creating - from downloading the 
necessary tools before creating the application to moving the finished application to the 
device. For this type of reality, we needed to provide a device for which the application 
will work and on which we could test it. In our case we used AR glasses Vuzix M300. 
The functionality of these AR glasses and work with them is included in the article.
The theme of the application, where we use Augmented reality, is physical activity -
exercise, which is becoming less and less nowadays.
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The basis of the created application lies in trainings, where we see an avatar in the real 
world, which we place according to our own requirements and we can move around it, 
and thus the exercise becomes much more precise.
It should be mentioned that this application works in 2 versions - for mobile devices 
and AR glasses. In the glasses we display the avatar using an image on which the avatar 
will be anchored. On the contrary, we place the avatar on the mobile device based on 
the search for the plane where we want to place it.
The application itself consists of several categories that focus on a different part of the 
body. The user chooses, category, level if he wants to practice only one game, or he can 
also compose his Own training. In this category, he chooses only the exercises he wants 
to practice and does not have them fixed. The user also has the opportunity to see the 
individual exercises, what they are focused on and how they affect the body.
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Abstract. The usage of brain-computer interface increases more and more over 
the years. It is used to control external devices, wheelchairs, robots, even for 
gaming. One of the applications of the EEG based BCI is for spelling device, in 
the first place intended for people disabled by amyotrophic lateral sclerosis. The 
aim of this research was to create the P300-based BCI system for spelling in 
Matlab environment. For the practical part of the research, the dataset of EEG 
signals of 5 subjects each spelling 5-character word was used. Proposed system 
uses features of P300 response, its physical appearance and the time interval 
needed for its appearance, for classifying the flashes in target and non-target 
groups. In the contribution we present several modifications of the basic algo-
rithm and compare them with each other, and to the reference method. 

Keywords: Brain-computer interface, EEG, P300 speller. 

Introduction 

A brain-computer interface is a system used to convert the brain activity signals into 
artificial output. BCI can replace, restore, supplement, enhance and improve the natu-
ral output of the central nervous system (CNS). 

BCI systems can be separated into two categories: invasive, which requires the 
surgical procedure to implant the electrodes under the scalp of the user; and non-
invasive, usually EEG-based, where the electrodes are placed on the scalp, mostly 
using an EEG cap. With help of BCI, using EEG activity, people can control external 
devices, robots, computers, etc.

The P300-based BCIs use the feature that unlikely event induces the P300 event-
related potential (ERP) component in the signal. This BCI is typically used for 
spelling. P300 ERP appears in the EEG signal approximately 300ms after an attend-
ed stimulus.

In this study we have proposed the method for detecting the P300 response and 
then classifying the stimulus as target or non-target in speller BCI. The method is 
based on using the physical appearance of P300 response in EEG data to detect it. 

This study is still in progress.
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2 Dataset

The data used for this study were downloaded from BNCI Horizon 2020 [1]. These 
data were acquired by C. Guger et al. for research published in the article “How many 
people are able to control a P300-based brain–computer interface (BCI)?” [2]. The 
dataset consists of EEG signals of 5 subjects performing the visual P300 spelling task, 
and the label data.

The data were recorded while subjects were sitting in front of a laptop computer. 
On the screen was a 6x6 matrix of letters and numbers. The subjects were asked to 
spell the 5-character word using the BCI speller. For the training run subjects were 
spelling the word WATER, and for the testing they were spelling the word LUCAS, 
one letter at a time. Subjects were requested to focus on the letter in the matrix they 
were prompted to spell while entire rows and columns were alternately flashing.

For each subject data were saved in a structure containing two runs: one for train-
ing a classifier and another one for testing the classifier. These runs were saved in a 
form of a matrix of 11 rows, so called channels. First channel was a reference chan-
nel. The following 8 channels represented the 8 EEG channels i.e., electrodes. 10th

channel contained the ID of flashed row/column. The columns were numbered from 1 
to 6, 1 being the very left column; rows were numbered from 7 to 12, 7 being the very 
top row of the matrix. Channel number 11 contained the target information. It was set 
to 1 if a target row or column flashed and 0 if a nontarget was flashed (see Fig. 1).

Fig. 1. The character matrix flashing the row with ID 9 (left) and column with ID 1 (right).

The EEG of the 8 channels were captured with 256 Hz sampling frequency. Then 
the data were converted to double precision, bandpass filtered between 0.5 and 30 Hz 
and down-sampled to 64 Hz. [2]
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3 Proposed method

The method for data classification that we had proposed in this study is based on the 
physical appearance of P300 response in EEG signal. The method consists of setting 
the threshold on EEG signal and searching the EEG signal in borders of certain time 
interval after each stimulus. If the amplitude of the signal in that certain time interval 
crosses above the threshold, that stimulus would be classified as target, i.e., the ex-
pected stimulus. 

The P300 response of each subject has his own unique appearance, ergo the classi-
fier needed to be calibrated on training data separately for each subject, and then test-
ed on testing data from the BNCI Horizon 2020 dataset. 

This study is still in progress. It is planned for further study to use other physical 
features of the P300 along with its amplitude and time interval of the appearance, in
order to find the best combination of the parameters for detection of the P300 re-
sponse in EEG signal.

3.1 Signal preprocessing

To make the signal processing and classification easier, every signal of one run was 
fragmented into five trials, each representing an attempt to spell one letter, i.e., one 
run consisted of flashing a matrix rows and columns until the whole word was 
spelled. One trial consisted of flashing a matrix rows and columns until one letter was 
spelled (see Fig. 2).

The EEG signals of each subject distinctly differed in average amplitude value. To
be able to use the same set of thresholds on every signal, we had to normalize the 
signals. 

Our normalization algorithm calculated the average value of the samples in every 
trial of the signal that is being normalized (in the parts of a signal between two trials,
before the first trial and after the last one, usually occur a lot of anomalies, so these 
samples were not considered (see Fig. 2)) and divided every sample of the whole 
signal.
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Fig. 2. Plot of one signal from one channel. Red samples represent the ID of the row/column 
that flashes at that moment. Each cluster of red samples is one trial. Also, the anomalies mani-
fested by large amplitudes can be seen outside the trials.

3.2 Threshold manipulation

The set of thresholds from 0 to 5.5 with step of 0.25 was implemented on every signal 
from every electrode of each subject. After implementing each threshold, our classifi-
er searched the extraction of the signal recorded after every stimulus. The extractions 
were defined by time interval parameter.

If the classifier had found a sample that had crossed the threshold in that extrac-
tion, that stimulus would have been classified as target, if it had not found any sam-
ples above the threshold, the stimulus would have been classified as non-target.

For each threshold implemented, the confusion matrixes were then made and used 
for calculating the accuracy of classifier. The threshold that was used in classifying 
that had the best accuracy was identified as the best for that electrode and that subject.

This manipulation with threshold was repeated with different time interval parame-
ters which is explained in subsection 3.3, also it was repeated for each electrode 
channel to find which electrode gives the best results in detecting the P300 response.
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Confusion matrix. To construct the confusion matrix, we had to create a true group 
and predicted group after every threshold manipulation. To create a true group, we 
have used the row/column ID channel, and target/non-target channel. The predicted 
group was created by our classifier in the way mentioned above.

The accuracy was calculated using the equation 1.

(1)

Deployment of these classes in confusion matrix can be seen in Fig. 3.

Fig. 3. Class deployment in confusion matrix, where TN is true negative, FP is false positive, 
FN is false negative, and TP is true positive.

In every trial the rows and columns flashed in total 180 times. 150 flashes were 
non-target, i.e., negatives, and 30 were target, i.e., positives. This disbalance in clas-
ses of confusion matrix would lead to distorted accuracy. For example, if we set the 
threshold so high that no sample would cross it, every stimulus would be classified as 
non-target (see Fig. 4). In this case the accuracy would be 83.3%, but no stimulus 
would be classified as target, therefore this classifier would be impractical despite the 
high accuracy. To avoid this occurrence, we had to balance the classes by multiplying 
the smaller class by 5.
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Fig. 4. Confusion matrix in case of threshold set too high.

3.3 Time interval manipulation

Since the P300 response occurs approximately 300 ms after the stimulus our classifier 
searched for the responses in time intervals around 300 ms after each stimulus. We 
have manipulated with 4 time intervals to find which one reaches the highest accura-
cy. The intervals that we have tested are: 

from 250 ms to 350 ms after the stimulus,
from 200 ms to 400 ms after the stimulus,
from 150 ms to 450 ms after the stimulus,
from 100 ms to 500 ms after the stimulus.

3.4 Testing runs

Finally, when all the parameters that have reached the highest accuracies for each 
subject were collected on training data from the dataset, we have tested them on the 
testing data. 

We have created a 6x6 matrix of zeros which was the score matrix and correspond-
ed to character matrix on Fig. 1. Every time our classifier found a potential P300 re-
sponse after a row/column flashed, that row/column was classified as target, and en-
tire row or column scored 1 which was added to corresponding row/column of our 
matrix of scores. Index of the cell with the highest score pointed to the letter in char-
acter matrix that our classifier detected as the target letter.
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Oftentimes multiple letters have the same highest score as shown in Fig. 5. In this 
case the correct letter that should be spelled was A, which score is in the top left cor-
ner, but the same score has the letter E. 

Fig. 5. Heat map of score matrix where two letters have the same highest score.

4 Evaluation

The best thresholds, and time intervals for creating our classifier for each of 5 subjects 
are listed in Table 1.

subject threshold time interval [ms]
1 2.5 150 - 450
2 2 250 - 350
3 2.25 100 - 500
4 2 250 - 350
5 1.75 250 - 350

Table 1. Parameters for classifier that reached the highest accuracies.

Two out of 5 subjects (40%) had the same best combination of threshold 2 and 
time interval between 250 and 350 ms. This time interval is the best for 60% of sub-
jects.

The reference method proposed by C. Guger et al. reached the 72.8% of all sub-
jects (81 subjects) that managed to spell the word with 100% accuracy, and only 1.2% 
did not managed to spell any of the letter correctly [2]. We have worked with only 5 
of these 81 subjects and we do not know what accuracy they have reached with only 
these 5 subjects.
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With our method we have managed to select correctly 12% of letters (60% of sub-
jects had the spelling accuracy of 20%). It is crucial to mention that this study is still 
in progress, this method is going to be expanded with other parameters in order to
find the best combination with threshold and time interval for detecting the P300 re-
sponse which is expected to lead to higher accuracies.

5 Conclusion

The aim of this study was to propose the method for detecting the P300 response us-
ing its physical appearance traits and then classifying the stimulus as target or non-
target in speller BCI. The method consisted of setting the threshold on EEG signal 
and searching the EEG signal in borders of certain time interval after each stimulus. 
The set of thresholds from 0 to 5.5 with step of 0.25 was implemented on every signal 
from every electrode of each subject. It was concluded that the best thresholds are 
around 2. The 60% of subjects reached best accuracies when the P300 response was 
searched in time interval from 250 ms to 350 ms. The data used for this study were 
acquired by C. Guger et al. [2]. C. Guger et al. tested their method on 81 subjects, we 
have tested our method on only 5 of 81 subjects. We do not know what accuracy they 
have reached with only these 5 subjects. With our method we have managed to select 
correctly 12% of letters. The plan for further study is to expend this method using 
other shape traits of P300, find the best combination of the parameters and use them 
in detection and classification.
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Abstract. In this contribution we present a novel system for local multimedia 
distribution. It allows distribution of streamed and pre-loaded multimedia. Dis-
tribution employs adaptive protocols as HLS and MPEG DASH with specific 
modifications. The system uniquely combines the media and informs about sys-
tem state. The system is compared to similar existing systems.
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1 Introduction

A distributed multimedia system is an integrated communication and information sys-
tem that enables the management, delivery, and presentation of synchronized multime-
dia information with quality-of-service guarantees. Recently, system for online multi-
media distribution takes even more importance as the education goes online and is cru-
cial to have online access to the study materials. In this contribution we closely examine 
widely used content management systems. We point out some shortcomings that based 
on our analysis we found essential or not efficient. In remaining part of section 1 we 
focus on widely used systems and their work with multimedia. In section 2 we discuss 
requirement for good content management system and in 3 chapter we will describe our 
technical work, chapter 4 is focusing on our testing result.

1.1 CMS

Content management system (CMS) is software that helps create and manage content 
on many type of client device with user-friendly interface, rather than needing to work 
directly with the code. When we are talking about CMS most people think about system 
that helps create and manage website (WordPress, Shopify, Joomla …) but there is 
another subcategory of software which help distributing media to widescreen devices 
in public places, this software is designed to just show content and have minimal or 
zero back way interaction with viewers. There is many type of software designed for 
this purpose but their function is bound to specific hardware requirements as operating 
system or brand. Their offer some basic features as playing video or showing some live 
information. In the rest of this section we summarize the representative solutions. Sam-
sung MagicInfo – piece of software designed for smart TV from company Samsung 
Co. Ltd.. They offer many backend databases with various information (finance, news, 
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flight info…). Technician can use this information optional or add own server. Also,
there is implemented experimental artificial intelligence to collect data from micro-
phone or cameras to improve targeted advertising[1]. SuperSign CMS – from company 
LG Electronics Inc, bound to products from the same name company. Their strong in-
novation is easy configuration on video walls, that are combine from small screens [2].
NEC Digital Signage software – need for implementation hardware accessory what is 
mount to smart TV and then offer decent functionality. Company bet on common fea-
tures and don’t inventing something new, just focusing to improve current state [3].
Sharp SDSS – from company Sharp choose other way, they design software for com-
puters which are connected to screens. Software is still in development and offers many 
standard features of CMS [4].

1.2 Live Streaming Platforms

We have noticed that existing CMS system do not support live streaming content. In 
the next chapter we will go ever some platforms that focus on live streaming, but do 
not focus on the usage of television as end devices. There are many popular streaming 
platforms, that allow user to share content with other user. The platforms use similar 
technologies to handle multimedia. YouTube - is an online video platform owned by 
Google. The platform allows user to upload and live stream video content. Google em-
braces new technologies and developed video code VP9 and QUIC protocol [5]. Twitch 
- video live streaming service operated by Twitch Interactive, a subsidiary of Amazon.
Twitch focuses on video game live streaming and broadcasting esports competitions.
YouTube encodes media with VP9 and H.264 video codes. YouTube provided the con-
tent using combination of DASH and HLS. Media is distributed using HTTP/3 which
uses the QUIC. The reason for mixing the protocols and codecs is that Apple devices
do not support VP9 nor DASH [5]. Twitch encodes media in H.264 and provide HLS.
Twitch distributes the content using HTTP/1.1. In the following section we will go over
how these platforms, how they handle the ingress as “First Mile” and distribution of
media as “Last Mile”.

First Mile. First mile is the traffic from the source to the server. There are two types 
of content, live and video on demand and both have their own requirements.
Live content requires low latency. There are multiple protocols, but RTMP is the most 
used protocol for live streaming. RTMP provided latency of 1-2 seconds. Popular soft-
ware like OBS, allows users to stream using RTMP. Requirement for video on demand 
ingress are not demanding as live content and is usually handled by API.

Last Mile. Last mile is the traffic from the server to end user. The current standard are 
HTTP based protocols, as they are well suited to reach big audiences. HTTP Live 
Streaming and Dynamic Adaptive Streaming over HTTP are the most used HTTP based 
protocols. HTTP streaming also provide Adaptive Bitrate Streaming. Adaptive bit rate 
allows the viewer to dynamically receive the highest quality video that is based on the 
device capabilities and fluctuating network connection. 
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1.3 Storage considerations

Storage availability is a big concern, when storing multiple versions of the same con-
tent.  Common media application format (CMAF) is an emerging standard intended to 
simplify delivery of HTTP-based streaming media. The advantage of using CMAF is 
the use of a single format of chunks. HLS and DASH share segments. The segments 
are split using DASH specification. Video and audio steams are split up into separate 
segments. This allows to match multiple different video bitrate with a single audio bi-
trate. This greatly reduces the storage requirements for storing a single video. [5] [6]
[7]

2 Proposed solution

Purpose of content management system is delivering content to viewer. Content can be 
video, text information or live video. In our analyze of other systems we notice that 
every system relies on stabile internet connection and don’t consider any internet out-
age. We try to design system that count on unstable connection by downloading con-
tent, when it is possible, to internal storage and play content form it. As there are many 
operating systems and we want to cover width range of screens we decide create our 
system on Android operating system that is used in some smart televisions and with 
hardware accessory we can used it on any device without dependency on operating 
system or non-smart screens. We are planning use this system in small or medium com-
panies (schools, universities, …) that have maximum 100 screen units. Also, we are 
focusing not to limit the project only to television screens, but to also have a fully func-
tional web interface for consumption and managing multimedia.

2.1 Server

Our propose for the server is a lightweight application integrating all necessary func-
tionality into a simple deployable solution. To cover most types of end device and fu-
ture proof we are planning to support HLS, DASH and mp4. Plan is to use HTTP/2 as 
it provides benefits over HTTP/1.1. HTTP/2.0 protocol decreases latency and allow to 
multiplex multiple requests over a single TCP connection. This is particularly useful as 
the end devices request the playlist and then a segment. We will not use HTTP/3, as 
support for it is less than a year and RFC is still in Internal Draft status as is not advised 
to use.

Transcode. We have analyzed different video codecs and quality of a video with reso-
lution 1920x1080 using Video Multimethod Assessment Fusion. which is developed 
by Netflix for analyzing video quality. We have plotted the resulting data on Fig 1. and 
determined for our desired quality that the codec H.265 and VP9 provide better quality 
at lower bit rates than H.264. [8] [9]
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Fig. 1. VMAF quality graph containing video quality by bitrate using different video codecs
measured on server.

We have also analyzed the transcoding time requirement. The time to transcode video 
with video codec H.264 is significantly lower than H.265 and VP9. The lower latency 
of delivering the content outweighs the benefits of lower bandwidth and lower storage 
requirements. The limitation of device support by choosing VP9 would increase the 
requirements for storage and transcoding. Therefore, we plan to encode live streams 
using video codec H.264. and video on demand content with H.265 video codec. [5]

Storage. As we would like to provide HLS and DASH, the concern of storage require-
ment rose. We have analyzed the benefit of using CMAF in our contribution. When 
HLS and DASH are sharing segments, the requirement for storage is lower by 50% [5].

Fig. 2. Comparison of divided segments and CMAF shared segments
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We have analyzed the potential of sharing audio segments between different video res-
olution.  For analyzing purpose, we kept the same video quality across different reso-
lution using Bit Per Pixel (1) value 0.05.

(bitrate * 1000) / (width * height * fps) = BPP (1)

Further we have analyzed the percent proportion of audio in 10-minute video with 30 
frames per second. On table below we can see the size of the different videos, audio 
bitrates and the audio percent of the total size.

Table 1. Storage calculation for different video resolutions

Resolution Video Size Audio Bitrate Audio size Audio
1920x1080 0.14 GB 144k 6.48 MB 4.42%

1280x720 62.208 MB 128k 5.76 MB 8.47%

854x480 27.6696 MB 96k 4.32 MB 13.50%

640x360 15.552 MB 48k 2.16 MB 12.20%

By sharing audio segments between video resolutions, we can lower the storage for 
audio by 8.292% and the total storage requirement by 6.737%.

3 Realization

The realization consists of server application with monitoring and big screen client (see 
Fig.3). The more detailed description of the components is provided in the next subsec-
tions. 

Fig. 3. High level overview of components in proposed system.
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3.1 Server

Currently the server application is hosted on a virtual machine that has 1 virtual CPU, 
2 GB Rams assigned. The application has small overhead distributing multimedia and 
depending on the configuration of transcoding it varies. The codebase is easily man-
ageable as it is monolithic. The whole codebase spans across 150 source code files and 
totaling under 15000 lines of code. 

The backend is written in Node.js framework, which is a JavaScript runtime environ-
ment in V8 engine. The first mile is following the current standard of RTMP as ingress. 
The RTMP server is able to accept video codecs H.264 and audio codec AAC. For the 
“Last mile” delivery, HTTP based protocols were chosen as they can be deliver using 
a regular web server. The server can serve video content in HLS, DASH and mp4. Mp4 
support was integrated for devices that do not support ABR or are designed to cache 
the content and play it locally. We encode the live content using H.264 and VOD using 
H.265. Distribution of HTTP based protocol is handled by the web server supporting
HTTP/2.0 with HTTP/1.1 fallback. For storing data MongoDB database was chosen,
which is a non-relational database. Library mongoose is used, which allows structured
schemes for data.

The admin console is written in React.js Framework. Administrator can manage con-
tent. We have also implemented a knowledge base, that contains documented source 
code and information about used technologies in the project. Monitoring of the server 
application is implemented with a custom metrics exporter and the data is formatted in 
Prometheus Query Language. Monitoring software Prometheus is used to collect the 
data, then data is visualized using Grafana. We have implemented alerting of events, 
like outages or any unexpected errors. These alerts are sent to the administrator using 
webhooks. Quality assurance monitoring for live stream is implemented with a program 
written in Python and Selenium framework. The application visits a test live stream in 
web client and collects metrics like page and video load time and is checking if the 
video has any playback issues.  The test stream is streamed by an application written in 
Node.js to the server. Both applications have custom metrics endpoints, that Prome-
theus is collecting data.

3.2 Client

System is primary oriented for presentation and advertising. We focused to deliver mul-
timedia content to watcher via widescreen displays, which are deployed in public places 
like hallways. For low-cost version of our project, we designed whole system on exist-
ing hardware as smart television which are already installed. Application for smart tel-
evisions is designed for android operating system. Choosing android is best option be-
cause we eliminate differences on many operating system which was restrictive. De-
signing application for any possible system will bring more problems as solutions, so 
we agree that android is our choice. When we want deploy system on device what has 
different operating system we use low-cost hardware extension as android TV boxes, 
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which will be connected via display port to our screen. System consists of few smaller 
features as playing videos from server, ability to play ABR streams as HLS and Mpeg-
Dash or displaying text information in one line on the top of screen.

Fig. 4. High level overview of components in client

Video player. We determined our goal to give watcher best QoS (Quality of Services) 
as it is possible by suppress unstable internet connection. For playing video from server 
is unnecessary load for internet connection we choose to download all videos to internal 
storage once and then playing it form this storage. By this step we are no longer relying 
on reliability of connection. Client periodically updating list of videos and when new 
video is available it will be download. 

ABR player. In live stream is not possible download whole video at once, so we chose 
adaptive bit rate streaming which give us ability adapt on existing connection. 
QoS in ABR streams have mainly 2 big indicators:

Resolution, when higher means better QoS
How many times video switch to higher or lower resolution, smaller number means
better QoS

For improving QoS on stream we do some changes in player algorithm, special in pol-
icy what choose buffering resolution. When stream is playing, player load few seconds 
of stream in buffer and in right time it is displaying them on screen. This cause little 
delay in every stream and watcher didn’t notice anything, but for player this feature is 
critical, because he can eliminate some packet drops on connection. Level of buffered 
seconds indicate if connection is good or poor. If buffer contain more seconds as he 
need right now, that means for him that he can start loading video of better quality with 
bigger size.
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Fig. 5. Example sceen displaying the player during playing video stream

We add statistic, in graph, for our stream, where viewer can monitor actual status of 
stream and see behavior of stream, to better understand why stream lower or increase 
quality.
In our project we edit buffering rule by changing thresholds when video will change 
loading resolution from server. Because of absence of interaction from viewer we sig-
nificantly improve time to take when player change quality to higher and did not change 
other parameters as number of switches to other quality or video freeze.
We analyze algorithm for buffer loading and change limit for minimal level of buffered 
seconds in buffer needed to increase quality and maximal buffered second to decrease 
stream quality. We create 3 groups of setting as can be seen form Table 2. 

Table 2. Used groups of settings

Minimal level for increase quality [s] Maximal level for decrease quality [s]
Group 1 5 12,5
Group 2 10 25
Group 3 20 50

Then we test this setting on different internet connection, where we simulate internet 
shaping and packet loss on 15%. For out testing we used emulator for connection pa-
rameters (SoftPerfect Connection Emulator), and it helps us simulate different param-
eters of line (shaping, latency, packet loss, duplication, etc.). Shaping policy is buffer 
based. When traffic exceed line shape, packets above will be stored in queue and send 
when it is possible. This queue is limited to 10kbit of packet, so when happened situa-
tion that queue is full, everything above will be dropped. In our first phase of testing 
we simulate also latency on line because this parameter have no big impact on final 
solution of our experiment [10].
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Fig. 6. Overview of simulation and testing

4 Evaluation (Results)

After testing, we notice on results when we use lower values of thresholds we can 
achieve same internet resilience as stream with default settings (Group 2) but higher 
quality of stream will be played earlier than in others settings. We combinate many 
internet parameters to simulate good and bad internet conditions and in every scenario 
we have same result. When we averaged all result, player can achieve highest possible 
resolution in 7,66 seconds earlier then in others. We can say that this is success of our 
work when we can elevate quality of experience for viewer.

Fig. 7. Graph of buffer level state
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Fig. 8. Graph of played resolution in time

5 Conclusion

We design system that offer basic features as any other commercial CMS with some 
innovative technologies as downloading video to internal storage or modified ABR 
stream. We can just discuss if this innovation is new step forwards in evolution CMS 
or step back because many much lagers companies and institutions did they own re-
search and this type of delivering multimedia can be for them unsatisfactory. From our 
perspective, own research and testing we can say that system can be start using in small 
and medium companies as tool for distributing multimedia and distance learning.  
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Figure 1 Basic scheme

Figure 2Elementary blocks of realization
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4  Reciever  
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4.1  Receiving the stream from the transmitter 

 

4.2  Display selection  

 

4.3  Pyramid image display 

 

 
Figure 3split of screen A,B,C,D quadrant 
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Figure 4Display mirrored image 

4.4  Display on Halo hologram 

 
4.5  Image processing 

-

 
4.6  Image display based on the selected method 

 
 
 
5  Software implementation of the Hardware part  
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Figure 5Elementarry scheme of hardware realization 

5.1  Data transfer from the receiver to the microcontroller 
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5.2  Editing the received data and then sending it to the display unit  
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5.3  Display unit 

 

 
Figure 6Display Unit 

 
 

6  System improvement options 
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7  Result 

 
 
7.1  Receive and create stream 

-  

 
Figure 7Obtain a stream from the IP camera on the right, and then create a new stream on the 
left 

7.2 Displayed in pyramide 

 

 
Figure 8Image obtained from an IP camera and then ready for pyramid display 

-
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Figure 9age in holographical pyramide from all sides 

 
   
7.2  Display on rotating circle 
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Figure 10. Right figure testing one color on display unit, left figure testing with 2 colors. 
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Figure 12Stabilized image display 

 
Figure 13Final Display of face 
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Figure 3: Drive system 
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Figure 4: Detail of the upper mounting 
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Figure 5: Atmel and LCD display 
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Figure 6: Image of the whole hologram 
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